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Advancements in digital technologies have altered many aspects of Philippine society. The impressive economic growth from 2010–2020 was parallel to tremendous advances in digital technologies, opening opportunities in new sectors. The opportunities from digital innovations were accelerated by the COVID-19 pandemic as limitations on mobility prompted citizens to accelerate migration to digital spaces. These changes can be seen in the growth of digital payment systems, online meeting platforms, electronic health services, online retail, direct delivery services, and many others.

However, with increasing connectivity comes increasing cyber threats. Individually, Filipinos are susceptible to data breaches and privacy violations online. On a societal level, cyberattacks by state or nonstate actors on critical infrastructure can undermine national security and impact economic activity. While cyber threats originate online, their consequences can manifest beyond the digital space into our physical lives.

These kinds of attacks also have direct economic costs. Firms spend more to repair infrastructure damaged by ransomware attacks. A 2018 study by Frost & Sullivan found that potential economic loss in the Philippines due to cyberattacks can reach USD 3.5 billion or 1.1% of the total Philippine GDP.

To address these challenges, Secure Connections—a coalition of cybersecurity advocates organized by The Asia Foundation—has produced this report on the state of cybersecurity governance in the Philippines. The report draws on extensive research to further the goals outlined in the National Cybersecurity Plan of 2022 of increasing the nation’s cyber resiliency, protecting critical infrastructure, and promoting greater cyber awareness. The report traces the shifts in Internet governance and features the cybersecurity policy and posture of select countries and their possible implications on the Philippines’ own cybersecurity position. We offer this examination of cybersecurity institutions at the global, regional, and national levels as a crucial contribution in improving our understanding, and crafting, of the Philippines’ cybersecurity posture.

We hope this report contributes in exchanging ideas and building our collective knowledge on how to make digital spaces safer and more secure. We offer an analysis for this point in time of the evolving cybersecurity threats, current and potential issues, and concrete steps to address them. If we can set the foundations for improved cybersecurity governance, we will all help the future security and prosperity of the country.

Sam Chittick
Philippines Country Representative
The Asia Foundation
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KEY MESSAGES

The pace of digitalization, defined as the use of digital technologies that are fundamentally changing processes, creating new business models and significant social change, has only increased with the pandemic. With the rapid growth of the digital ecosystem comes a significant increase in cybersecurity risks.

In the Philippines, cybersecurity is not seen as a priority yet. Because the country is still at the initial stage of digital transformation, there seems to be a misconception that threat actors do not pose as serious a threat or that the Philippines is not a target.

Cybersecurity needs to be a key priority of the Philippines if it intends to participate more meaningfully in, and benefit from, the fast-growing global digital economy.

Drawing on lessons from the proven practices of Australia, China, Israel, Russia, and the United States while acknowledging the distinguishing characteristics of the Philippine context, this report concludes with a set of recommendations focused on cybersecurity knowledge, policy, and skills gaps in order to improve the Philippines’ cybersecurity posture:

1. Create greater awareness of the global and local cybersecurity context and a better appreciation of the threat landscape.

2. Generate and analyze local data on cybersecurity practices and incidents on a sectoral level in order to identify security gaps, inform decisions and policy, and provide appropriate solutions.

3. Adopt minimum information security standards for all public institutions and encourage compliance with well-established and internationally accepted frameworks, especially for critical infrastructure.

4. Develop a cybersecurity culture by raising awareness, supporting training and capacity building for cybersecurity talent, and instilling cybersecurity as a way of life through educational institutions.

5. Nurture an environment of cooperation and information sharing among the local and international cybersecurity communities because an incident for one can be a lesson for another.
INTRODUCTION

The 21st century has seen a steady increase in the availability of different online services catering to the whole range of human activity, from wake to sleep. The ubiquity of these technology-enabled tools has increased pressure on the public and private sectors, on people and businesses, to embrace the transition to digital. This accelerated growth has also increased cybersecurity threats. Daily there are news reports on attacks on critical infrastructure such as banks and pipelines; high-profile personalities, including public officials; and online platforms like social media. And given the rapidly changing socio-political and economic environment, advancements in technology, and evolving business models such as the franchisification of malware and the emergence of malware-as-a-service, cyber risks are expected to increase in number and sophistication.

Impact of digitalization

Any previous perception that the digital universe is but a luxury limited to the privileged has been eroded by the COVID-19 pandemic, particularly in 2020 through 2021.

Early 2020 marked a significant change in everything people, businesses, and governments do on a global scale due to the COVID-19 pandemic. Many enterprises were forced to enable online digital workspaces that allowed more of their employees to work from home. Working from home leverages digital technology to move business operations online, with employees clocking in virtually and businesses providing access to their internal networks using virtual private networks or similar solutions over the public Internet. Employees and employers alike, working from their homes, might have welcomed the elimination of their daily commute but were confronted with the need to compete for bandwidth with their children, who themselves were studying from home through remote learning. Workers who might have relied on takeouts or leisurely lunch breaks at the nearest mall now either cooked...
their own lunches or had them delivered using online apps. This created a market boom for online delivery services, even prompting some companies to pivot and cater to this new demand. An example of such is Grab, who has been forced to shift its focus from ride sharing to online delivery. Payments for deliveries are often through digital wallets replenished by online banking—after all, one did not want to risk getting infected with COVID-19 by lining up for groceries or stepping inside a bank.

Commerce has also shifted online as the drop in physical retail has forced companies to remodel their operations. Small and large businesses have increasingly relied on websites, social media, and chat apps not only to promote their brands to customers but also to accept orders and online payments for goods and services. Thus, there has been a considerable increase in mobile wallet registrations and online and mobile banking transactions, with the Bangko Sentral ng Pilipinas, the country’s central bank, reporting that 17% of all payment transactions in the first half of 2020 were digital payments (Chipiongian, 2021).

Another key area affected by digitalization is education. With schools as potential hotspots of infection, multiple governments decided to defer in-person classes until a vaccine becomes available. This leaves students with remote learning, ideally from home, as the only option for continuing their education during the pandemic. Remote learning, especially at the tertiary level, has offered more options for further education particularly for those already working. Through remote learning, those interested in earning master’s degrees from prestigious foreign universities could even do so without disrupting their lives by having to relocate overseas.

Cybersecurity as a critical issue

This rapid growth in digital activities has also increased cybersecurity threats, particularly for critical infrastructure. Over the past several years, the world has witnessed more and more cyber incidents involving key sectors such as water, power, and telecommunications that are vital to life and maintaining societal functions. Disruption to these critical infrastructures is also fast becoming a weapon for cyberwarfare against rival states. Hence, the protection of critical infrastructure against cyberattacks must be a primary goal of every country.

The pandemic highlighted how malicious actors will take advantage of every opportunity, especially a crisis, when people are most desperate and vulnerable, to launch cyberattacks. The shared experience of various countries in dealing with the COVID-19 pandemic and the concomitant cybersecurity challenges that it brings can be a valuable source of learnings moving forward.

A country's cybersecurity posture can have a huge impact on its national security, economy, access to technology and innovation, and foreign policy. Cyber capability and readiness to identify and respond to incidents are crucial to protecting and sustaining the delivery of essential services to people. Cybersecurity policies and strategies can determine the entry of foreign investment and the participation of citizens in the global digital economy. Therefore, nations should protect and promote cybersecurity in order to reach its full digital potential.
This report is a contribution to the critical discussion of cybersecurity in the Philippines. Part 1 of the report outlines the broad global context, the evolving cybersecurity risks and challenges that come with digitalization, and various efforts to develop regional and national cybersecurity governance frameworks. Part 2 focuses on key sectoral cybersecurity challenges for the Philippines and concludes with findings and recommendations on how to improve the country’s cybersecurity posture in an environment of rapid change and increased threats.
Endnotes

1 The state of having secure data, systems, networks, and other information and communications technology (ICT) assets, protecting them from malicious attacks and any other threats to their integrity (National Institute of Standards and Technology, 2015).

2 Assets, systems, and networks, whether physical or virtual, that are considered so vital that their destruction or disruption would have a debilitating impact on national security, health and safety, or economic well-being of citizens, or any combination thereof (Migration and Home Affairs, n.d.). Examples include the banking system, oil pipelines, water systems, and electricity systems.

3 “Franchisification” means to operate using a franchising business model, which is now being used to carry out cyberattacks. An investigation by Trend Micro in 2021 found that some malicious actors rebrand a “supplier” of ransomware before they are deployed (Merces, 2021).

4 “Bandwidth” refers to the speed or amount of data that can be transferred over an Internet connection. For more information on bandwidth and broadband in general, see World Bank (2012).

5 The practice of conducting classes and other traditionally school-bound activities from a distance, using a mix of ICT and traditional technologies such as printed modules (Butcher et al., 2015). Also known as distance learning.

6 The shift of content, processes, operations, and activities to computer- and/or Internet-enabled forms. Also used to describe the work of transforming objects and assets from the physical world into digital form to take advantage of ICT’s transformative potential for business or activity models (IBM, n.d.-b).

7 Any malicious activity aimed at stealing, manipulating, disabling, or otherwise disrupting a network, system, or information in a targeted manner (National Institute of Standards and Technology, 2012).
The Internet has transformed the way people live, how organizations operate, and the pace at which countries develop and thrive. Virtually connecting people anywhere in the world has made remote work, distance learning, e-commerce, telemedicine, and online banking, among others, possible. This has created a huge opportunity for nations to take a new development path. Countries that took advantage of technology, especially the Internet, have leapfrogged development. Global superpowers are now defined by how much they are able to harness the power of technology. Meanwhile, nations that are not equipped to use technology are lagging behind.

The pervasiveness of the Internet has created the digital economy, where every link in the value chain is mostly driven by digital platforms. The shift from digitization—the process of converting analog to digital formats (IBM, n.d.-b)—to digitalization—the use of digital tools to change business processes that can result in new business models and social change—has led to a transformation unlike anything the world has seen before. This digital transformation was further accelerated by the COVID-19 pandemic, which forced the whole world to impose lockdown restrictions and conduct everyday activities remotely.

With this digital shift comes a wide range of cybersecurity risks. As Internet technologies advance, so do cybersecurity threats and modes of attacks. Cybersecurity protection is no longer just nice to have; it has become a necessity for every nation, organization, and individual. Because of the fast pace of digitalization, there is little doubt that cybersecurity and economic development are intimately related. Thus, cybersecurity governance, which defines how regions and nations ensure the protection of information, information and communications technology (ICT) systems and networks, and digital assets (Bodeau et al., 2010), must now be considered a priority.
Part 1 provides the global context of the Internet and cybersecurity and how these may impact countries like the Philippines.

Chapter 1 gives an overview of the opportunities and risks brought about by a newly digitalized world. It explores the scale and depth of the sudden digital shift because of the pandemic—from work-from-home arrangements, e-commerce, digital banking, to online learning—and related cybersecurity attacks.

Chapter 2 deep-dives into how the Internet changed the world order. It shows the relationship between the twin evolution of the Internet and cybersecurity issues. This chapter also discusses the splintering of the Internet, which reflects how different countries view the Internet and respond to cybersecurity issues.

Chapter 3 discusses the key features of the existing and emerging regional and national cybersecurity governance frameworks, with a special focus on select Asia Pacific countries, Australia, China, Israel, Russia, and the United States.
In this world of “everything from home,” digitalization has increased the risks for different forms of cyberattacks. Vulnerabilities in the systems of online platforms provide opportunities to target individual users, organizations, and institutions. Data leakages/ransomware (Chuan, 2020) and e-commerce fraud (Cayon, 2020) are just some of the digital crimes that have increased during the pandemic. These online risks may not be sufficient to deter the demand for the digital shift. However, the pressure to transition without a sufficient understanding of the dangers involved decreases the opportunities to mitigate those risks, endangering those who are supposed to be empowered and benefitted by the next phase in the digital age.

## Risks Affecting the Digital Shift

### Work from Home

Working remotely entails connecting an internal network to the public Internet in order to provide access to business services and resources, opening the proverbial Pandora’s box. Two of the most common ways to work from home are (1) using a cloud service provider to host the organization’s network or (2) facilitating access to the internal network from the Internet using a virtual private network (VPN). The choice boils down to either “put what we have outside” or “let people in.” In both scenarios, the traditional “digital castle” mentality of defending around a handful of protected networks where people would work has eroded. Where, after all, within the digital realm is outside and inside?

The integrity of all parts of the network is paramount to ensuring the security of sensitive business data and services, whatever the method used to provide remote access. Modern cryptography and virtualization technology have made the options quite secure and accessible; it is ultimately good practice to apply both technologies. Unfortunately, work-from-
home (WFH) arrangements render the employment of either cryptography or virtualization more difficult due to the complexity of managing the security for tens, hundreds, or even thousands of employees remotely.

In more measured times, most organizations can steadily roll out their secure networks that adequately protect their systems and data despite the increased security risks with WFH. But in 2020, with the pandemic and mobility restrictions, many organizations only had a few days to enable the shift. The experience has forced organizations to rethink how they protect their assets, compelling them to shift focus from protecting networks to protecting assets instead. Yet this assumes that all connections can come from either protected or unprotected networks whether in the office or at home. This has given birth to new paradigms such as zero trust network architecture, where every connection must be properly identified and authorized irrespective of its underlying network.

Secure WFH arrangements are further complicated by the risks of Bring Your Own Device (BYOD) practices—that is, allowing employees to use their personal devices to access the organization’s network and other information technology resources instead of issuing dedicated work devices to employees (Citrix, n.d.). Organizations that did not, or could not, issue their employees such dedicated devices as phones, tablets, and personal computers before the lockdown now have no choice but to implement BYOD.

Unfortunately, personal devices are often lacking in security, due to a combination of poor security awareness and risky online behavior from users. Personal computers often have outdated antivirus software and may also be used to download illicit and often malware-ridden content from the Internet, such as pirated software. Smartphones may contain questionable apps or be used to visit compromised websites. As more valuable corporate information is placed in the hands of these consumer systems, it has become a lucrative target for potential bad actors focused on the ransomware trade. Ransomware is a subtype of malware that hijacks systems and prevents access to a part or all of an organization’s data, unless a ransom is paid to the criminal group behind the ransomware (Fruhlinger, 2020a). To further push victims to pay up, threat actors may also leak information if the ransom is not paid. Organizations now must protect information in a larger range of devices. The need to improve security measures associated with BYOD policies becomes more important.

**E-commerce and Digital Banking**

E-commerce and ecosystem providers are seeing brisk business during the pandemic. The proliferation of person-to-person (P2P) business transactions (i.e., individual traders in open marketplaces) has already driven the usage of peer-to-peer money transfers. These changes have led to an increased dependence on financial technology, as summarized by a Philippine bank industry veteran:
During the COVID-19 crisis, the volume of over-the-counter branch transactions dropped to half. On the other hand, digital payments, in various forms, soared exponentially—between three and eight times. It is difficult to imagine payments to go back to manual after the [COVID-19] crisis is over. Once banking customers taste the convenience of mobile banking, they will stay mobile (Acevedo, E. personal communication, May 9, 2020).

The amount of data processed and recorded on digital platforms increases with the surge of customers. This makes these platforms increasingly lucrative targets for bad actors, with cybercriminals targeting both retailers and consumers. Cyber threats such as business email compromise, phishing, ransomware, e-commerce data interception, cyber scams, cryptojacking, and crimeware-as-a-service have been identified by the International Criminal Police Organization (Interpol) in 2021 as the top cyber threats in Southeast Asia (Interpol, 2021). With more businesses now online and more customers shopping online, the interest is in harvesting customers’ personal identifiable information and payment card details that retailer sites collect and store. Such personally identifying information is used to hijack personal accounts, hold it for ransom, or sell it on the dark web. Indeed, criminal enterprises such as installing ransomware and threatening to leak data have emerged as growing businesses in themselves.

Online security risks are magnified in the e-commerce space due to the increased acquisition by many businesses of third-party services such as cloud services or VPN providers, which ostensibly facilitate secure online transactions or WFH environments. Securing assets in the cloud is difficult, as evidenced by the major breaches in large companies like Capital One Financial Corporation as well as in smaller organizations. Ideally, the onus of cloud security is on both the cloud provider and the customer, under a model of shared responsibility. Yet, not all cloud users are themselves properly versed in securing themselves or their data in the cloud, and such necessary capacity may not have been built prior to the shift to cloud services.

Moreover, the sudden need to transition brought about by the pandemic may have pressured enterprises to quickly obtain cloud services without exercising due diligence to ensure against service providers with haphazard services that ultimately compromise the organization's security. Numerous examples exist of disreputable service providers compromising their clients’ security, leading to data leaks or interrupted operations. In one case, VPNs that promised not to log their customers’ activities—an important security
feature for business and individual users alike—not only logged but also leaked data through poor security practices (Kan, 2020). Similarly, cloud providers that fail to adequately secure user credentials can lead to attackers gaining access to business data and services (Cimpanu, 2020a). Issues are not only limited to disreputable providers. Even the most reputable of providers are subject to cyberattacks. Due diligence is necessary, but appropriate controls must also be put in place to limit the resulting damage should a cyberattack gain access to a computer system.

**Online Learning**

Just as education technology (EdTech) has existed before the pandemic, so have the privacy and security risks that come with giving young students access to resources on the Internet. Online platforms often collect sensitive information from students, in addition to potentially sensitive data such as photos and videos. Improperly secured, this information could fall into the wrong hands and be used for identity theft and other similar crimes (Muncaster, 2018). For younger children who may be less conscious about leaving their cameras and microphones on when not in use, this is a major concern. In one instance, for example, a cybercriminal group stole data from EdTech platforms and used children’s information in various extortion schemes against the students’ parents (Sullivan, 2019). The use of social media, in particular, can inadvertently expose data (including photos) of minors without proper consent.

EdTech is covered by the relevant laws on data protection, such as the European Union’s General Data Protection Regulation and the Philippine Data Privacy Act (Common Sense, 2019). This alone, however, is no assurance that any given platform will keep data secure. In 2019, for example, a study found that 80% of the most popular EdTech failed to meet adequate levels of privacy protection, despite the existence of regulations (Common Sense, 2019). The major reason is the **analog gap**. Content and information are secured in these centrally managed platforms, which are normally suitably protected. However, when a student or teacher produces or consumes content, it still has to be rendered on a screen, played back on speakers, or downloaded into a device. The digital information leaves the protection of the centrally managed and secured platforms. This content or information, converted from digital to analog in order to be perceived by humans, is what can be stolen or exploited.

What makes EdTech particularly risky is that it is designed to be used by children and young people—a demographic that is unlikely to be fully aware of risks online. Children are less likely to identify threats, such as compromised links, phishing attempts, and malware, leaving them vulnerable to attacks from malicious actors. Similarly, young people are less likely to discern what information they should and should not share online, which can be exploited by criminals in various schemes.
Malicious Cybersecurity Attacks

The sudden digital shifts occasioned by the pandemic have been exploited by malicious actors, particularly through the deployment of cyberattacks. An Interpol study used data from 194 member countries to assess the rise in cyber-related crimes during the pandemic. They found that 907,000 spam messages, 737 incidents related to malware, and 48,000 malicious URLs—all related to COVID-19—were detected in one four-month period from January to April of 2020 (Interpol, 2020b).

These malicious actors have employed several types of attacks to fulfill their objectives, which include the following:

Malware. Malicious software is usually located in fake websites that appear legitimate to the victimized users. These fake sites can be used as vectors for other attacks. A report by Risk Based Security (2020) showed that, in the first three quarters of 2020, 21% of reported breaches involved ransomware, leading to compromised data. Health organizations and industries were unique targets given the public’s reliance on health services. A report by Microsoft (2020) concluded that ransomware groups continued to target healthcare and critical services. The World Health Organization (WHO) in April of 2020 reported a fivefold increase in attacks and online fraud, which included a fictitious website where people donated to a solidary fund purportedly for COVID relief.

Compromised content. The desire for information during this pandemic is quite high. This means that people would tend to seek and share more information. An investigation by Verizon on data breaches in 2020 found that web application breaches accounted for 43% of all breaches and had doubled from those detected in the past year (Verizon, 2020a). Vulnerabilities were identified in certain default image and video viewers (Miyao, 2016; Bisson, 2019; Android Security Bulletin, 2019) in mobile phones and devices that could be exploited by bad actors.

Phishing and spoofing. As an attack vector, these two normally go hand-in-hand. A survey conducted by the private security firm Tessian in September 2020 found that 47% of respondents had clicked on a phishing email while working (Tessian, 2020). Google also reported that in one week in April of 2020 alone, 18 million daily phishing and malware emails related to COVID-19
had been detected (Lyons, 2020b). There has also been a reported increase in phishing attacks where bad actors send emails or messages pretending to be from relevant pandemic authorities like the WHO or a country’s health ministry. Since a lot of people are working from home, the messages can also spoof their managers, banks, or business partners. These emails then ask users to click on links, perform tasks, or share information. This leads to further exploits, such as identity theft, transaction fraud, and many others.

**Information leakage** and **credential dumps.** Many of the exploits above can be used to cause information leakage. According to Risk Based Security (2020), there were 2,953 public breaches in the first three quarters of 2020, which points to a 51% decrease compared to the same period from the previous year. This can result in loss of intellectual property, use of information for blackmail (particularly health-related information), and data privacy violations.

### The Reenergized Need for Cybersecurity

It is no mystery why the public adoption of the Internet has taken off. The fundamental core of the Internet is the networking of information. The sharing of information leads to insights. Insights lead to ideas. Ideas lead to ideology and philosophy. Ideology and philosophy animate people to self-organize and take action. The time required for the diffusion of information and adoption of ideas has been faster than ever, following each change in the medium of dispersion. From books, to telegraphy, to radio and television, and now the Internet, the “action-reaction” cycle to information has been reduced from decades to hours.

The narrative of the Internet, following its declassification as an asset of the U.S. defense establishment, was invariably “bright and sunny.” There was close to a three-decade procession of scholarly articles projecting the benefits of globalization, unrestricted free trade, global social and economic upliftment, and the spread of liberal values. Discussions of misgivings or dysfunctional outcomes of the Internet were minimized as fringe concerns (Bergemann, 2002). The widening of income disparities, astronomical valuation of Internet companies, and the concentration of wealth in those who ran these Internet companies were accepted as inevitable but acceptable adjustments.

There is no doubting the numerous successes enabled by the Internet in distributing economic opportunities globally. These successes could be seen in the deepening integration of supply chains across countries as companies searched for the lowest cost and most reliable producer. For the Philippines, the business process outsourcing industry created a new source of service export earnings other than the remittances of overseas Filipino workers. This is the information economy version of traditional offshore manufacturing.
However, the pandemic and the tumultuous and acrimonious polarization of political discourses around the world were global systemic shocks. These shocks upended the comfortable assumptions and received wisdom regarding the Internet. If anything, these twin shocks exposed the fragility of social, economic, and political constructs. They reiterate, with even greater urgency, the need to prevent or at least mitigate the damage that could be wrought through greater consideration and implementation of cybersecurity measures.

The pandemic exposed the limits of globalized supply chains and international cooperation. The world painfully realized the flawed logic of manufacturing only with the lowest cost producer at the expense of diversifying supply sources (Zhu et al., 2020). Countries that extensively manufactured personal protective equipment, for example, started canceling their confirmed exports and closed their trade borders instead, possibly in contravention of treaties (Shalal, 2020).

The credibility of the Internet as an information and news source was even further compromised. Its ability to provide timely and accurate analysis of information about the seriousness of the pandemic was put into question. Conflicting and incomplete pictures were presented by the media during the early stages of the pandemic. Social media was an early source of information as people sought to find a clearer assessment of what was happening on the ground in China, where the pandemic began. As skepticism and frustration grew about the reliability of traditional sources of news and information, social media filled the gap. Inaccurate and misleading social media posts, intentional or simply misguided, unfortunately followed. These all fed into the credibility gap between the citizenry, traditional media, and government.

The Internet also was the medium for launching scams and hacks that heightened public anxiety during the early months of the pandemic. Public healthcare systems were attacked, slowing down the response times of healthcare workers. Critical services of government and financial institutions in various corners of the world proved similarly vulnerable. In recent years, the promise of a network of interconnected physical objects linked to the Internet—the so-called Internet of Things—was seen as part of the next wave of digital evolution. That next step may be delayed, as trustworthiness of encryption and cybersecurity protocol used by such devices is paramount due to their potential to take down critical infrastructure.

The final noteworthy shock delivered by the pandemic is the overnight digitalization of social and business interaction as a result of sweeping lockdowns. Like nonswimmers suddenly thrown into the deep end of the pool, people quickly had to learn how to swim with digital
interactions. Zoom meetings, food deliveries, and remote education again filled the gap. While economies retreated, they showed resilience and did not collapse. A year into the lockdown, societies have learned to conduct business and maintain family and social ties through their smartphones and laptops.

The emergence of enhanced or renewed threats associated with the technology shifts caused by the pandemic should not negate the benefits that result from digital transformation. Indeed, it is quite evident that every technology-enabled advancement carries with it unique and new risks. The Industrial Age resulted in unprecedented human-made pollution; the Atomic Age ushered in both atomic energy and the nuclear bomb. Often, the changes have been especially disruptive so as to overturn the long-accepted way of things. The fears arising from these changes and risks will always engender a generation of Luddites standing athwart the march of technology.
Endnotes

1 “Data leakage” refers to any instance of access to data by unauthorized entities from within or outside an organization, whether accidental or intentional (Vodopyan, 2022). See also Breach.

2 “Electronic commerce” or e-commerce encompasses the general concept of conducting commercial activities via the Internet (International Trade Administration, n.d.).

3 “Work-from-home” or WFH is a term for a broad range of systems and methods for bringing traditionally office-bound work activities elsewhere, whether fully or partly. Also called remote work, telework, or home-based work (Aten, 2019).

4 “Cloud services” here refers to the use of servers accessed through the Internet, as opposed to an organization’s own on-premises servers, to host the organization’s applications, data, and services. As the Internet allows for multiple points of connection, it is possible for a cloud server to provide services to more than one organization, or for an organization to obtain cloud services from a third-party provider. Cloud services can thereby help minimize business overhead related to maintaining a network, making them a popular option for organizations. For more information, see Chandrasekaran and Ananth (2016).

5 A virtual private network or VPN involves the use of security protocols and technologies to allow access to an organization’s private servers through the public Internet, as if the user was on-site and directly connected to the network. For more information, see Chandra and Shenoy (2016).

6 “Cryptography” refers to techniques intended to secure data and systems from unauthorized access, using codes, passwords, and authentication mechanisms, as well as provide security guarantees like confidentiality, integrity, availability, and nonrepudiation. For more information, see Springer (2017).

7 “Virtualization” involves compartmentalizing systems or network resources on a single physical device, ensuring users are unable to access other users’ information. For more information, see Samarti and di Vimercati (2016).

8 A business process outsourcing company, Everise, “moved 90 percent of their 12,000-strong support of customer service champions onto a secure Desktop as a Service (DaaS), work at home (W@H) solution in under two weeks during March 2020” (Cahiles-Magkilat, 2020).

9 “Zero trust” refers to a network security approach that considers all users and devices untrusted by default, only providing access as-needed to properly verified users. For more information, see Kindervag (2016).

10 “Antivirus”, also known as anti-malware, refers to software especially designed to monitor devices, systems, and networks for the presence of malware, addressing them automatically and alerting administrators as appropriate (Norton, n.d.). See also Malware.

11 “Malware” is shorthand for malicious software, or any software designed to harm or exploit a device or network. For more information, see McAfee (n.d.).

12 Ransomware victims that have backups are paying ransoms to stop hackers from leaking their stolen data (Palmer, 2021).

13 Person-to-person and other “person-to” (P2X) transactions, such as person-to-business and person-to-government, have shown the largest shift. It is estimated that the share of digital P2X payments by volume is 9%-12%. P2X payments form about 80% of all transactions in the Philippines (Massally et al., 2019, p. 32).

14 “Business email compromise” is a type of attack that involves manipulating employees into transferring money or information to criminals, using the hijacked or spoofed business email addresses of organization leadership. See Trend Micro (n.d.).

15 “Phishing” and the related spoofing are a type of cyber scam that involves criminals pretending to be a trustworthy person or institution, in a bid to obtain personal and/or financial information from the victim. This
can involve asking a person via email or direct message or luring them into entering information into a fake website designed to look like a legitimate site, among other tactics. For more information, including guidance on how to avoid phishing, see U.S. Federal Trade Commission (n.d.).

16 “Cryptojacking” is a type of malware attack that takes over computer systems and uses them to mine for cryptocurrencies. For more information, see Nadeau (2021).

17 “Crimeware-as-a-service” refers to the criminal business model of selling cyberattack expertise to other criminals. For more information, see Avertium (2019).

18 “Dark web” is a general term used to describe Internet sites that are hidden behind specialized security protocols, designed to anonymize users and web hosts alike. These websites often act like private networks, requiring specific software or network configurations to gain access. For this reason, the dark web is often used for illicit activities by cybercriminals (Kaspersky, n.d.).

19 “Virtual private network provider” or VPN provider refers to any entity who hosts or operates a VPN for others (Cisco, n.d.). See Virtual Private Network.

20 “Breach” refers to any situation where an actor gains unauthorized access to a system, network, or device, often resulting in the loss or compromise of information (Office of Management and Budget, 2017). Also called data breach or security breach.

21 Over a decade later, Capital One was asked to pay a fine of $80 million after the data breach (Schroeder, 2020).

22 “Cloud security” encompasses the set of policies, controls, procedures, and technologies that protect cloud-based systems, data, and infrastructure. One of the key areas of cloud security is authorization or ensuring that only intended users have access to the cloud network or asset (Samarati & di Vimercati, 2016).

23 “EdTech” refers to a broad range of technologies, such as software or Internet platforms, designed for use in an education setting. For more information, see U.S. Department of Education (2017).

24 “Sensitive data,” as used in this publication, is any data access that can compromise the security of a person, organization, or any entity. In data privacy, and based on the Data Privacy Act of 2012, “sensitive personal data” is any information revealing an individual's racial or ethnic origin, marital status, age and religious, philosophical, or political affiliations; their health, education, genetic [information], or sexual life; information issued specifically to an individual by the government, such as social security number; or any other information fundamental and traceable to that individual’s identity.

25 “Malicious actor” is a catch-all term for any entity, from nation-state-backed groups to rogue individuals, that aims to infiltrate or attack another entity’s ICT assets for their own ends (Johnson et al., 2016). Also called bad actor or threat actor.

26 “Critical services” refers to any service critical to widespread order, security, and functioning (European Banking Authority, 2015). See also Critical Infrastructure.

27 “Spoofing” refers to any type of cyberattack that involves tricking the victim into believing an email, a website, or other communications are from a trusted contact or organization, such as a bank (Fruhlinger, 2020b). Examples include websites designed to look like online banking pages or fraudulent emails that purport to be from a school or government body. Phishing is a specific kind of spoofing that lures victims into providing personal or sensitive information, such as birthdates and addresses, credit card details, or passwords (Belcic & Farrier, 2021).

28 “Attack vector” refers to “a method or pathway used by a hacker to access or penetrate” a computer or network (Sumologic, n.d.).

29 “Information leakage” refers to a software’s unintended release of sensitive data to unauthorized persons due to faults in the software. For more information, see NTT Application Security (n.d.). For an example of information leakage, see Lakshmanan (2020).
30 “Credential dumping” refers to the extraction of usernames and passwords from a device's memory using specially created malware. For more details on dumping, see Greenberg (2019). For a case of credential dumping, see Palli (2020).

31 “Data privacy” refers to the concept of securing personal information or any other sensitive data from unauthorized access and use. As a legal right, data privacy is a person's right to control any data about or originating from them (Cloudflare, n.d.-a).

32 “Cybersecurity measures” encompass the implementation of techniques, methods, or policies designed to improve an entity's cybersecurity posture (National Institute of Standards and Technology, 2015).
The Internet has proven an efficient channel for the dissemination of information, thus enabling the rearrangement of the existing societal order.

The Internet originated as an initiative of the U.S. government to advance its research capabilities as part of the country’s defense posture. When the Internet itself shifted from a closed government network into a publicly shared space, the nature and targets of cyber threats would in turn evolve, with increasingly magnified impact.

A Brief History of the Internet

In 1957, at the height of the Cold War, the Soviet Union launched the first artificial satellite into orbit called Prostevshiy Sputnik-1 or Sputnik. The satellite’s launch caught the U.S. government by surprise; it showed the Soviet Union’s supremacy in science and technology. The perceived technology gap was unacceptable, and the responses of the U.S. government were deployed on multiple fronts. Among these responses was the establishment in 1958 of the Defense Advanced Research Projects Agency (DARPA) (Fuchs, 2010).

One of DARPA’s projects was the Advanced Research Projects Agency Network (ARPANET), a network that would connect the various Pentagon-funded research institutions supported by DARPA. The practical aim was to have a communications network that would speed up information sharing among these research institutions (Lukasik, 2010). In the midst of the Cold War, the United States military had always wanted to develop a command-and-control network that did not have
a single point of failure, capable of withstanding an enemy attack by using a distributed architecture. This thinking fed into the design of ARPANET as a decentralized network with no single control structure, foreshadowing how the Internet operates today.

Fundamentally, ARPANET was a network built for researchers to share their work in an open and collaborative environment. It was in the context of this research environment that Bob Kahn and Vint Cerf developed the transmission control protocol and Internet protocol (TCP/IP), which is the core protocol that powers the Internet we know today. Supported by DARPA, it was also the addition of TCP/IP into the Unix-based Berkeley Standard Distribution (BSD) operating system that drove its adoption in these research and academic networks (Harris, 1998). The popularity and open nature of BSD Unix thus helped spread both TCP/IP and the Internet.

From the beginning, proposals concerning ARPANET’s protocols and standards came from users (predominantly members of the scientific community) in the form of submitted Requests for Comment (RFCs). An RFC contained details on the proposed protocol but did not have to go through an approval process. RFCs remained unofficial in status, with researchers simply adopting the ones they found useful. The resulting standards selection thus embodied a process of adoption by merit involving the widest and broadest audience. This open meritocratic ecosystem is still the essence of how Internet standards are developed today under the Internet Engineering Task Force (IETF).

In the 1980s, ARPANET was essentially an open network; both authenticated and unauthenticated users could access the network and share files and documents. Anyone who had access to a system connected to an ARPA node could connect to the entire network (Leiner et al., 1997). However, not all users were connected to military research, especially as communities began to grow around the network. This created concern for the military establishment funding this network; thus, the civilian and military portions of the network were split, eventually leading to the birth of the Internet from a military research network.

This transition could not have been possible without Tim Berners-Lee, who in 1989 was working at the European Organization for Nuclear Research (CERN) (Noruzi, 2004). Looking for a way to easily publish information on the Internet for other users to access, Berners-Lee developed the World Wide Web (WWW). From a system for structuring and publishing research information, the WWW was quickly adopted by many different communities for other applications. A notable example is the development of the Internet search engine, as when David Filo and Jerry Yang started Yahoo! in 1994 (Aufa, 2018). Search engines made the Internet much more accessible to the average user. At around the same time, Jeff Bezos started Amazon to sell books online, demonstrating the Internet’s utility in facilitating commerce and more (McFadden, 2021). From this point, the Internet started to reach a wider audience outside of academic and research communities.

Mirroring the global Internet’s development, the Philippine Internet began when academic and research institutions wanted to establish a research network connected to the broader Internet. The first time the Philippines connected to the whole of the Internet was on March 29, 1994, when a connection was made between the University of San Carlos in Cebu and
Syracuse University in New York (Ayson, 2011). From these humble origins, an entire way of life in the Philippines was spawned because of the Internet. As of 2019, about 47% of Filipinos use the Internet, with 95% having access to social media (Albert et al., 2021). This number is expected to have increased significantly during the pandemic, as millions of Filipinos were forced to shift to online activities.

The Fragmentation of the Internet

Fragmentation is reflected in states becoming increasingly assertive with imposing their own rules, standards, etc., on content and technologies for their own national Internet networks.

Over the past decade, there have been changes driven by “technological developments, government policies, and commercial practices” affecting the way the Internet operates (Drake et al., 2016, p. 7). Governmental fragmentation, which is caused by “government policies and actions that constrain or prevent certain uses of the Internet to create, distribute, or access information sources” (p. 4), is of particular concern as it could have the widest and most significant impact on citizens.

In their 2016 white paper for the World Economic Forum, Drake et al. described governmental fragmentation as the “global public Internet being divided into digitally bordered ‘national Internets.’” This can entail “establishing barriers that impede Internet technical functions, or block the flow of information and e-commerce over the infrastructure” (p. 5). In other words, states take jurisdiction or control over cyberspace through policy. Below are some examples of governmentally induced fragmentation of the Internet (p. 48):

1. Filtering and blocking websites, social networks, or other resources offering undesired contents
2. Attacks on information resources offering undesired contents
3. Digital protectionism blocking users’ access to and use of key platforms and tools for electronic commerce
4. Centralizing and terminating international interconnection
5. Attacks on national networks and key assets
6. Local data processing and/or retention requirements
7. Architectural or routing changes to keep data flows within a territory
8. Prohibitions on the transborder movement of certain categories of data
9. Strategies to construct “national Internet segments” or “cyber sovereignty”
10. International frameworks intended to legitimize restrictive practices

There are several examples pointing to how policy decisions of various nation-states have been changing the way people access the Internet or the content that can be accessed from it. The General Data Protection Regulation, for example, regulates the processing of personal data within the European Union. The Australian government passed a law in early 2021 requiring tech giants Google and Facebook to pay in order to link to or use news content. Some social networks are blocked in countries like Pakistan, Syria, Bangladesh, China, Iran,
and North Korea. These policies and regulations are often driven by a country’s own national interest and done in the name of national security.²

Some technological developments have also made the fragmentation more apparent (and global in scale) than others.

The emerging fifth generation (5G) of mobile wireless communication promises a quantum leap in connectivity. 5G moves the Internet out of the confines of applications residing in laptops and mobile devices, and into formerly “dumb” or unconnected devices (e.g., cars and household appliances) and machines formerly controlled by closed networks.³ With 5G, these devices will be endowed with independence of action, without need of human intervention, and will coordinate and respond to each other’s prompts or triggers. This vision for the future of the Internet is known as the Internet of Things (IoT).⁴

Artificial intelligence⁵ and machine learning⁶ are the base of IoT capability. Traffic signals adjusting their timing as more vehicles communicate their arrival; power generators boosting their output as air conditioners send out their temperature and blower settings; and delivery drones working in conjunction with mother-ship driverless trucks to inform hospitals when temperature-sensitive vaccines are to be expected—these are just a few potential IoT applications. Education systems will have to evolve as entire industries and occupations are transformed—in some cases diminished, if not totally eliminated—by IoT devices and artificial intelligence. Continuing education and retraining will be the norm for many workers to have a chance at maintaining gainful employment during their productive years.

All of the foregoing creates interesting possibilities for the future of societies and governance. The Internet has proven an efficient channel for the dissemination of information, thus enabling the rearrangement of the existing societal order. It has enabled disaggregation—as in the case of app-based ride-sharing services (also called transport network vehicle services) such as Uber—public transportation, and concentration, as in the case of the market dominance of Amazon. Similarly, it has enabled collaboration, as in outsourcing, and coercion, as in the case of the cancel culture.⁷
Fragmentation is reflected in states becoming increasingly assertive with imposing *their own rules*, standards, etc., on content and technologies *for their own national Internet networks*. And while the United States and China take center stage when it comes to Internet governance, different states have shown different ways of attempting to take control of the Internet and what and how their respective citizens can access and experience the Internet.

Because of the enormity of the Internet’s potential, questions on the state’s control of the online sphere are crucial. There are two fundamentally different schools of thought with respect to Internet governance: (1) today’s Internet with an open and distributed standardization process and (2) an Internet under state control. These views also reflect the choice of technologies for the Internet.

What follows is a brief discussion of these two schools of thought, their geopolitical consequences, their implications on information security, and the need for responses in Philippine policy.

*The Open Internet*

As Internet adoption increased around the world, its governance evolved as well. In the present Internet, the development of standards is based on open governance. The IETF and the World Wide Web Consortium (W3C) mainly governs standards development. The IETF relies on a Request for Comment process that allows anybody to propose standards to be used on the Internet. This is an open standardization process—all RFCs are published online, freely available for anyone to adopt. This process is fundamentally opposite to a centralized top-down approach.

The principles underlying today’s Internet are rooted in judicial philosophies formed through the United States’ experience with regulating emerging digital technologies. Western concepts of privacy, personal security, and confidentiality have been translated and applied into electronic means of private communications. As social and commercial interactions migrated from physical to digital channels, laws evolved to ensure that these Western values and concepts are present in the digital world.

The emergence of new technologies, in conjunction with the legally recognized right to privacy of communications in the West, challenge the world’s understanding of how these rights are practiced. The American Constitution’s Fourth Amendment and related jurisprudence enshrine the concept of justifiable expectation of privacy over traditional mail, protecting correspondence contained in a sealed envelope and sent through the postal system. Interference with the sealed envelope carries grave criminal liabilities for postal authorities, tantamount to a “warrantless search of private property” (Legal Information Institute, n.d.).
Yet, American jurists were slower to apply the same principle to electronic communications as the technology evolved from the telegraph to the telephone to the Internet. Wiretapping of phone calls despite the absence of an authorizing judicial warrant was upheld by the U.S. Supreme Court in 1928, notwithstanding the constitutional prohibition against unreasonable searches and seizures, in the landmark 1928 decision *Olmstead v. United States*, which would remain in force for 39 years. It was only in 1967, after the private nature of telephone conversations had become even more embedded into people’s way of life, that the U.S. Supreme Court reversed course in *Katz v. United States*. The decision held that unauthorized wiretaps defied an individual’s reasonable expectation of privacy and constituted violations of Fourth Amendment protections (Iannacci, 2018). The present-day widespread acceptance that communications are inherently private and insulated against undue state interference or interception informs not just jurisprudence but also legislation covering such matters as electronic commerce, cyber libel, digital privacy, and hacking.

The open Internet, informed as it is by virtues such as consensus building, freedom of information flow, and the promotion of individual rights, can thus be seen as an extension of the same democratic space that liberal states have endeavored to build offline. The dominant role of the United States in the development and emergence of the Internet helped assure that direction. However, an alternative model of the Internet informed by governments operating under different philosophical, social, political, and economic premises, has gained traction with the emerging strength of these states as well.

**State-Controlled Internet**

Central management is a key feature of this alternate model of the Internet. In countries such as China, which operates under tight state control, the Internet was introduced using a state-controlled and generally restricted model. This version of the Internet continues to recognize and exploit opportunities online to reach markets around the world in seconds. However, governments adopting this model also ensure that the Internet’s potential to disrupt the state's well-crafted social order would be prevented through controls such as user traceability, censorship, and legal interception.

While the controls imposed by these states on the Internet primarily cater to imposing greater domestic regulations, it is possible that this alternate model would gain wider international acceptance and even be integrated in how the worldwide Internet operates.

In March 2020, China and a handful of equipment vendors proposed a new core Internet protocol (Gross & Murgia, 2020) at the International Telecommunication Union (ITU), the telecommunications and information and communications technology (ICT) arm of the United Nations. The proposal argues that the current Internet protocols are insufficient to
support future use cases, like IoT, machine-to-machine technology, and autonomous vehicles, necessitating a new protocol that can support these and other emerging technologies.

This was not the first time China attempted to make changes to what they perceive as a Western-oriented Internet. At the ITU Telecommunication Standardization Sector (ITU-T) World Conference on International Telecommunications 2012 (WCIT-12), one of the biggest items on the table was the review of the International Telecommunication Regulations (ITRs). These ITRs are considered the constitution of telecommunications and serve as the binding global treaty designed to facilitate international interconnection and interoperability of information and communication services. As part of the debates leading toward the revised ITRs, Russia, China, and other like-minded countries attempted to redefine the Internet as a system of government-controlled networks (Blue, 2012). This reflects these countries’ view of how their own segments of the Internet are managed. There is a strong focus on information security, ability to censor information, and allowing state access to personal information. In the end, this process was quite divisive. Despite substantially toned-down wording, only 89 out of 144 countries represented signed the revised ITRs at the conference (ITU, 2012).

The proposals in WCIT-12, and now the “New IP” proposal in ITU-T, are examples of attempts to recreate the Internet with more state control. Previous draft proposals had made explicit statements, such as “Internet governance shall be effected through the development and application by governments,” and “The sovereign right to establish and implement public policy, including international policy, on matters of Internet governance.” In these assertions, the role of the state in Internet governance, including a top-down approach to defining standards, is front and center, as opposed to the more open system of governance of the current Internet (Blue, 2012). The proposals revolve around increased controls usually in the name of enhancing information security, a matter the state considers of utmost importance.

Some observers have remarked that the push toward greater state control is driven not only by China and like-minded regimes but also by certain European countries, which prefer the deterministic standardization process of the ITU-T (Gross, 2018). But within the Chinese tradition, there is a belief that sees individual rights as being circumscribed by an individual’s role and context within society and the state. This belief has gained currency with governments and societies elsewhere over different periods of history, and it remains an open possibility that such an overarching philosophy will ultimately affect how the Internet operates.

While the most apparent approach is that of a bifurcation of the Internet, which reflects the competing Chinese and U.S. technology ecosystems, it is only one manifestation of the fragmentation of the global Internet. Actions of governments cannot be categorized simply as top-down or bottom-up. There is a wide spectrum of approaches that states take with regard to Internet governance. All national Internet networks employ a mix of these approaches, and how they differ depends on how willing governments are to impose top-down rules. Although different countries employ diverse approaches, there seems to be a general trend toward greater state control, even among liberal democracies such as Australia.
The Geopolitics of the Internet

Today’s global Internet governance is characterized by a clash of these two paradigms: one envisions an open and more distributed Internet, while the other prefers a partitioned but centrally managed one. These divergent views create tensions among nations, particularly with regard to the establishment and rollout of new Internet infrastructure.

A growing number of states, such as the United States, the United Kingdom, India, and Canada, have banned Chinese telecom equipment companies from their communications network and from deploying 5G technology in their country. Chinese-manufactured telecom equipment are compliant with the laws promulgated by the Chinese Communist Party (CCP). Manufacturers are legally required to cooperate in state intelligence-gathering operations, potentially including those entities who sell their products and services overseas. This may effectively mean that the CCP has access to data passing through Chinese telecom equipment, not just in China but anywhere in the world (Robertson & Riley, 2018). Such access poses challenges to the data sovereignty of nations with telcos dependent on Chinese equipment.

Telcos with Chinese equipment embedded in their core infrastructure have claimed that the data encryption is more than sufficient to secure Internet traffic from any potential prying eyes (Valdez, 2019). Such explanations, however, may address the aspect of privacy but do not sufficiently pass the test of security. There is widespread acknowledgment that backdoors are common in home routers, network equipment, and software. The technical explanation is that “developers create [backdoors] to manage the gear” (Lepido, 2019). However, these backdoors can potentially be exploited by attackers or used for surveillance under the order of the governments.

Data security is not unique to the digital age. Data security is defined as the owner of the data having full control over access to the data as it travels from the sender to the receiver. In the case of physical mail or post, the post office is appointed by law to be the trusted courier of the envelope. At no point during the transit from sender to receiver will the post office delegate the responsibility of delivery of the envelope to a third party. In the case of Chinese telecom equipment, however, the data stream can be duplicated and harvested for information following decryption (Mühlberg, 2020).

Increasing state control over the Internet could affect fundamental rights, including the right to privacy, protection from unreasonable search and seizure, and free speech. These competing values lie at the heart of the bifurcation of the Internet and do not concede to easy solutions, considering the extent that these bifurcated segments of the Internet still interact with each other.
The track record of Internet standardization can be seen in terms of standards organizations. The ITU-T, which is more centralized with states, creates stable standards but is slow and deliberate. The open IETF process, on the other hand, allows for the rapid creation of standards, with such speed more responsive to market needs. The high adoption of consensus-built IETF standards today indicates the process’s popularity vis-à-vis the more centralized approach of the ITU-T.

The prevailing philosophy in Internet governance influences cybersecurity policy as well. Centralized state governance necessarily implies a centralized approach to identifying and resolving information security issues. A centralized solution forces a one-size-fits-all mindset and may not be responsive enough to support market needs. It locks the technology to a particular point in time, making it easier to date.

### A Brief History of Cybersecurity

*“Despite, or perhaps because of, the widespread growth and use of the Internet, there persist many issues that compromise the security of those who participate in any online activity.”*

Given the Internet’s origins as a relatively open research network designed to share information, a closed-door security policy was not exactly built into its design. The key protocols that power the Internet, such as hypertext transfer protocol (HTTP) and TCP/IP, were originally designed to maximize research and information sharing; anybody with access to the system could use the system. Host-based controls were yet to be strengthened and any user could essentially replace applications and services with versions of their own. In fact, the inherent lack of security and the emerging need to isolate military from civilian use cases ultimately led to the privatization of the Internet (Frischmann, 2001).

Despite, or perhaps because of, the widespread growth and use of the Internet, there persist many issues that compromise the security of those who participate in any online activity. Some of these issues are discussed in this section.

### Domain Name System

The Domain Name System (DNS) is a system for identifying computers, services, or other resources connected to the Internet, each of which are assigned domain names (Cloudflare, n.d.-b). Prior to the adoption of DNS, or in the early days of ARPANET, the list of hosts and their addresses were stored in a single file called HOSTS.TXT, which was managed by the Network Information Center at the Stanford Research Institute (Mockapetris & Dunlap, 1988). This file was then distributed to each of the nodes in the ARPANET—a workable system when there were just a few hosts on the network. However, this ultimately led to concerns involving scalability, timeliness, and—most crucially—security. As the files reside on each node, each node owner can effectively edit the file to reroute traffic. This allowed the node owner to change the entry with the permission of the Network Information Center or the owner of that node entry.
DNS was ultimately adopted in order to mitigate these security issues; however, they have not been fully extinguished. In 2008, Dan Kaminsky revealed a potential vulnerability due to the nature of DNS that enabled an exploit called DNS poisoning. This allows attackers to trick users into visiting arbitrary hosts defined by them in lieu of their intended destinations, effectively redirecting traffic. In the same year, telecom company AT&T had a major attack on their DNS servers (*The Toronto Star*, 2008). This attack redirected users of AT&T DNS services (including retail and corporate customers) to arbitrary sites. The problem was not easy to fix because this type of security issue was not factored into the design of the DNS protocol.

Eventually, issues like these led to the development and adoption of an even more secure protocol called Domain Name System Security Extensions (DNSSEC) (Southam, 2014). To date, DNSSEC has yet to be widely adopted. There remain cases of DNS poisoning attacks, a notable example being that which affected Amazon Web Services in 2018 (Nation, 2018). DNS poisoning attacks demonstrate that security was not integrated into the Internet’s design from the beginning.

**Internet Worms**

On November 2, 1988, Robert Tappan Morris wrote a self-replicating application on the computers of the Massachusetts Institute of Technology, which would come to be known as the first-ever Internet worm (Spafford, 1989). This application began spreading across the network to other research institutions, infecting 1 out of 10 hosts on the Internet within 24 hours. Unlike computer viruses, worms have the ability to self-propagate secretly across a network (Latto, 2021).

The Morris worm was not designed to delete files or remove users; it simply spread itself as widely and secretly as possible. This was easy on the early Internet, a trusting community where everybody kept their doors open. After the Morris worm and its ensuing damage, that atmosphere of trust was diminished. The Morris worm opened the eyes of many systems and network operators on the importance of information security. Today, doors on systems and networks are locked by default.

**Internet Viruses**

In 2000, a new piece of malware, originating from the Philippines, spread across the Internet. Known as the ILOVEYOU virus, it is considered the first truly global computer virus, believed to have infected tens of millions of computers, inflicting damage estimated at USD 10 billion. The virus operated by sending itself in an email with the subject “ILOVEYOU.” The email contained a VBScript disguised as a file attachment that when clicked would replicate itself by automatically sending itself to more victims listed in the user’s contact book. These emails would then appear as if they were sent by the victim (Wolber, 2016).
This form of exploitation eventually became known as phishing. What made the ILOVEYOU virus so effective was that it exploited a very human vulnerability: the need to receive affection. This points to a very real concern when looking into information security aspects of a global network like the Internet. Disconcertingly, an interconnected global network such as the Internet is only as strong as its weakest user—a concern that should inform information security analytics. Defense strategies against viruses, even if deployed by organizations, should thus focus on developing the capacity of individuals to employ security practices as part of their daily online routine. To that end, organizations should not hesitate in investing in information security awareness programs targeting their members.

It would likewise be foolhardy to deem worms and viruses as mere tools of vandalism or products of curiosity gone awry. As with the Morris worm and the ILOVEYOU virus, they demonstrate the vulnerabilities of systems and their users that can be exploited to greater effect by bad actors. Anytime the effectiveness of such malware is so publicly demonstrated, there is greater incentive for bad actors to capitalize on such tools. Worryingly, there have been instances where such online vulnerabilities have been systematically weaponized.

**Stuxnet and Weaponizing the Internet**

In 2010, centrifuges used to enrich uranium gas in the Natanz uranium enrichment plant in Iran were failing at an unusual rate. It was later discovered that the control systems of these centrifuges were infected by a piece of malware now more commonly known as Stuxnet (Zetter, 2014).

Stuxnet is an example of a purposely designed malware, in this case targeted at disrupting Iran’s nuclear program. It was reportedly developed by a nation-state, specifically engineered to bridge air gaps to get to its target in a stealthy manner. Stuxnet was able to replicate in computers running Windows, even those not connected over the Internet, allowing the worm to spread over local area networks (Kushner, 2013).

Stuxnet would have remained covert if the malware did not inadvertently spread beyond its specific targets, toward the Internet at large (Kerr et al., 2010, p. 2). There are indications that other malware developers have since copied Stuxnet, repurposing it to focus on gathering information rather than on interfering with industrial operations (Bencsáth et al., 2012).

The ability to weaponize the Internet using malware like Stuxnet is certainly not limited to nation-states. It can be deployed by a wide range of bad actors from organized crime groups, to corporations, to a bored student in a garage. The multiple sources of danger mandate increased consciousness and responses to cybersecurity threats.

Given these evolving cybersecurity challenges, how have nation-states and regional organizations armed themselves to fight against the various risks and threats found on the Internet?
Endnotes

1 “Internet protocol,” or IP, refers to the set of rules for routing and addressing packets of data so they can travel across the multiple networks making up the public Internet. IP ensures that data packets arrive at the right destination. To identify devices connected to the Internet for routing purposes, all these devices are given an identifier called an IP address (Cloudflare, n.d.-c).

2 “National security” refers to the protection and defense of a country’s citizens and their well-being, both physically and economically. Issues affecting national security can be national in scope if they directly affect a large number of persons in the country, or in impact, if the consequences thereof have implications for a significant proportion of the country (Osisanya, n.d.).

3 In addition to the substantive increase in data requirements and rates, an ongoing challenge for 5G mobile Internet networks deals with how to link billions of smart devices, including not only traditional smartphones but also smart consumer products, wearables/implantables, sensors in mobile IoT extensions, and more. For more information, see Morais and Obar (2018).

4 The IoT paradigm describes communication not only human to human but also machine to machine without the need of human interference. For more information, see Goudos et al. (2017).

5 “Artificial intelligence” encompasses intelligent machines or computer programs that process information with minimal human input and are therefore capable of independent analysis, forecasting, and problem-solving. Also used to describe the field of study and technological development involving the creation of machines that can learn from experience and adjust to new inputs with human-like acuity (IBM Cloud Learn Hub, 2020). See also Machine Learning.

6 “Machine learning” is a software paradigm involving the use of large data sets to “train” or improve the software’s processing and interpretation of data (IBM, n.d.-a).

7 “Cancel culture” is the phenomenon wherein groups of people, often in social media platforms, culturally block a person from having a prominent public platform or career. Through boycotts or public calls for employer sanctions, individuals use this avenue for social justice to bring powerful people to account.

8 “Request for comment,” or RFC, is a stakeholder-driven development process, commonly associated with the Internet Engineering Task Force’s standards development, that allows anybody to propose technical specifications or standards to be used on the Internet. All RFCs are published online and are adopted on a voluntary basis (Borchert et al., 2021).

9 The concept of justifiable expectation of privacy originates from Katz v. United States and is established using a two-part test. For more, see Legal Information Institute (n.d.).

10 “Information and communications technology,” or ICT, is a family of related electronic, primarily digital technologies, that enable access to vast amounts of stored information, or the transfer of data between users. A common thread among ICTs is that they allow users to interact with data—send, receive, process, and store it, to name a few activities (Food and Agriculture Organization AIMS, n.d.).

11 The move to ban Chinese telecom equipment in some countries may have started after the director of the U.S. Federal Bureau of Investigation warned in early 2018 against buying Huawei and ZTE phones. See Keane (2021) for the timeline.

12 Lawful interception in telecommunications is not limited to China. Some countries allow lawful interception under certain conditions. See, for example, the European Union’s (1995) Council Resolution of 17 January 1995 on the Lawful Interception of Telecommunications. In fact, telecommunications systems have always had this capability. However, the early Internet’s users, composed primarily of academics and enthusiasts, were averse to censorship or infringements on privacy—perhaps more so than today. As Internet standards spread via voluntary adoption, lawful interception was thus not among the features baked into the Internet’s architecture.

13 “Vulnerability,” in cybersecurity, is any flaw or oversight in a device’s, system’s, or network’s design,
whether physical, technological, or even social, that can be exploited by attackers to do harm (National Institute of Standards and Technology, 2006).

14 “Information security” refers to the protection of information and systems from unauthorized access, use, disclosure, disruption, modification, or destruction in order to provide confidentiality, integrity, and availability (Scholl et al., 2008).
A comprehensive, robust national framework aligned with global best practices is an essential tool in the task of securing cyberspace.

When it comes to the security of information and communications systems and networks as well as the data stored in databases, quick and decisive action is necessary to forestall or mitigate harm from cyberattacks or breaches. A cybersecurity strategic plan that is regularly updated to keep up with the latest technological developments and lessons learned from cyberattacks and malicious activities would provide a guide in building an organization’s or a country’s strong and resilient cybersecurity posture.

Cybersecurity has the distinct characteristic of not recognizing borders or boundaries. While policies are specific to countries, threats—and threat actors—take advantage of any vulnerable target, wherever they may be. Cybersecurity, therefore, increasingly relies on cross-border cooperation, allowing threats to be addressed even if they reside outside the target’s jurisdiction.

The North Atlantic Treaty Organization (NATO) recognizes three dimensions of cybersecurity activity: government, national, and international (Klimburg, 2012). Of these, the international dimension most closely maps to the Internet’s globalized nature, whose biggest players (such as content providers, like YouTube, or social media sites, like Facebook)—and users—are not bound to a single country’s policies. International and regional frameworks recognize that “for any nation state or interest group, to advance its interests requires collaboration with a wide range of international partners” (Klimburg, 2012, p. 10).

International and Regional Frameworks

One of the earliest and most prominent of the international frameworks on cybersecurity was the Budapest Convention on Cybercrime (also called The Budapest Convention), first ratified on November 23, 2001. It is a treaty obligation ratified by 68 states, including the Philippines (Council of Europe, 2021).
The Budapest Convention aims to broadly harmonize the treatment of cybercrime and allow for a level of equivalence between the policies of signatory countries—i.e., “a common criminal policy” to protect against cybercrime by laying out policy directions for local national policies, as well as mechanisms for international cooperation (Council of Europe, n.d.). The Budapest Convention also addresses issues involving the international pursuit of cybersecurity, particularly jurisdiction in the prosecution of cybercrime, extradition agreements, and other general areas of cooperation.

To date, the Budapest Convention remains the only international/regional framework pertaining to cybersecurity with the status of a treaty obligation. However, other intergovernmental organizations have implemented working arrangements meant to facilitate cross-border cooperation on cybersecurity.

In the European Union, the EU Cybersecurity Act of 2019 mandates the EU Agency for Cybersecurity (ENISA) to create a European cybersecurity certification framework that would see products and services undergo a single certification process throughout the Union. ENISA is also responsible for developing and promulgating technical standards, and developing advice for their implementation in both public and private sector organizations (Eurosmart, 2019).

In Asia, the Asia-Pacific Economic Cooperation (APEC) Telecommunications and Information Working Group has a Security and Prosperity Steering Group focused on cybersecurity. In November 2019, four years after it was first proposed, the APEC Framework for Securing the Digital Economy was released, providing nonbinding principles and strategic recommendations to inform member economies as they develop their own policy and regulatory frameworks (Telecommunications and Information Working Group, 2019).

During the drafting process, APEC member countries expressed reservations about outlining specific approaches to cybersecurity in the framework. Instead, the framework identifies seven general strategies that will help facilitate cross-border trade, investment, and economic growth: digital security risk management, resilient critical information infrastructure, digital user empowerment, personal data security, develop economic strategies, strengthen collaboration, and digital security technologies for trust (Telecommunications and Information Working Group, 2019, p. 9).

As a nonbinding, recommendatory document, the APEC framework most closely resembles the U.S. National Institute of Standards and Technology (NIST) Cybersecurity Framework, which is similarly voluntary.

The NIST framework is centered around a set of core functions that will help an organization achieve a robust cybersecurity posture. These functions are as follows (NIST, 2018b, p. 14):
• **Identify** — Identifying risks and threats to systems, people, assets, data, and technology
• **Protect** — Implementing the appropriate safeguards to ensure critical systems and information are secure
• **Detect** — Ensuring that threats are identified in a timely manner, if and when they happen
• **Respond** — Having well-thought-out responses to detected threats, containing the harm of an attack
• **Recover** — Creating mechanisms to ensure the continued functioning of the organization after an attack, including restoring any lost service or data

Unlike the Budapest Convention and the APEC framework, which are meant to guide the national policies of participating countries, the NIST framework is designed to be adopted by any organization, whether public or private, of any size, and wherever situated in the world. It also espouses more general principles that are applicable regardless of legal context. Hence, the NIST framework can serve as an international framework, despite being developed by the U.S. government.

There also exist international frameworks for more specific areas or applications. For example, the Cooperative Cyber Defence Centre of Excellence of NATO publishes the *Tallinn Manual on the International Law Applicable to Cyber Warfare*, meant to guide member and other countries on the legal conduct of state/military cyber operations online (Schmitt, 2013). These frameworks allow users to cater to the specific cybersecurity concerns they may have depending on their field.

The Clean Network Initiative is another notable multilateral effort launched by the United States in 2020, which is overtly premised on the lack of trust in Chinese digital technology (U.S. Department of State, 2021). The Clean Network Initiative seeks to promote internationally accepted and technologically neutral standards of digital trust developed by the Center for Strategic and International Studies, the European Union’s 5G Toolbox, and the Prague Proposals on the importance of security of 5G networks. Over 30 leading mobile operators from 20 countries have signed on to the Clean Network Initiative, with the net effect of excluding components produced by Chinese government affiliates in 5G networks (Layton, 2020).

### Elements Behind National Strategies and Frameworks

Notwithstanding multilateral frameworks, it has proven to be in the interest of individual countries to address their own cybersecurity concerns, particularly the need to protect systems, networks, devices, and data, whether they are stored in databases or are in transit. A comprehensive, robust national framework aligned with global best practices is an essential tool in the task of securing cyberspace. Questions as fundamental as what constitutes cybersecurity, who is to be responsible for it, and what protections will be put in place will be determined by a cybersecurity framework.
Although cyberspace transcends borders, a national cybersecurity framework is necessary to guide the behavior of human actors, all of whom are bound by their local laws. This must be complemented by a regional mechanism for cooperation, particularly regarding prosecuting cybercrime. All of these are areas that the Philippine government should look into, and individual organizations must consider, to ensure that the country is no less secure than its peers in the region and around the world.

The following is a brief overview of the elements common among national frameworks, along with case examples from selected countries. These represent a shared focus on areas that different governments agree deserve to be prioritized.

**Economic Growth and Prosperity**

Some countries espouse economic growth and prosperity as one of the aims of their cybersecurity strategies. In a more direct and limited sense, this can refer to the development of a local cybersecurity industry, as stated by Brunei (Marco et al., 2018), Malaysia (National Cyber Security Agency [NACSA], 2020), and Singapore (Cyber Security Agency, 2016) as part of their respective national frameworks. Research and development in the field of cybersecurity is vital, and support is necessary from governments to incentivize research and development, as well as innovation.

**Defined Cybersecurity Policies**

Policies set certain norms that may be enshrined in laws and regulations. Some countries have, therefore, promulgated laws that specifically address cybersecurity and cybercrime. Formal cybersecurity policies recognize the importance of government and business organizations putting in place cybersecurity governance frameworks that establish acceptable norms of behavior in cyberspace.

Globally, the general norm among cybersecurity policies is the peaceful use of cyberspace. These policies help uphold the ideal of a free, open, and secure Internet that seeks to balance privacy, freedom, and human rights. One of the four core values of New Zealand’s Cybersecurity Plan, for example, is that “people are secure and human rights are respected online” (Department of the Prime Minister and Cabinet New Zealand, 2019, p. 9). Similarly, Canada’s National Cyber Security Strategy commits the country’s government to a cybersecurity approach that “promotes and protects rights and freedom online” (Public Safety Canada, 2018, p. 3).
The creation and designation of an agency of government that will address cybersecurity matters is another important issue that must be covered by policy. Both Brunei and Singapore identify (and in the former’s case, create) national cybersecurity agencies tasked with overseeing, coordinating, and responding to any cybersecurity-related issues and threats.

In the same vein, defined cybersecurity policies may also cover the development of a national cybersecurity system, as is the case for Cambodia (Telecommunication Regulator of Cambodia, 2014) and, to a lesser extent, Malaysia (NACSA, 2020). Consistent with putting in place a cybersecurity governance framework, policies should also cover the adoption of cybersecurity standards and metrics. Vietnam’s Law on Network Information Security goes so far as to provide regulations on technical standards and norms of network security, for both the government and the private sector (United Nations Institute for Department Research, 2021).

A formalized risk management approach to cybersecurity seeks to identify and assess risks associated with threats to information systems and vulnerabilities of information systems. As a matter of policy, cybersecurity risk management may be adopted not just by private organizations but also by nations themselves, to identify and properly address risks. Malaysia is developing a standard cybersecurity risk assessment framework for use by all stakeholders, but particularly for sectors considered critical national information infrastructure (NACSA, 2020). Australia, on the other hand, uses a risk assessment framework for systems in use by government bodies (Department of Home Affairs [DHA], 2016, pp. 10–11).

In terms of technology, protocols that enable and guide device and network interactions continue to evolve. New and emergent technologies such as artificial intelligence, quantum computing, cloud computing, and others present new challenges in cybersecurity. All these have resulted from the autonomous development of the Internet, with various entities independently addressing a piece of the puzzle that makes up cyberspace. Japan’s Cybersecurity Strategy 2018 emphasizes the importance of maintaining autonomy on the Internet, both from a rights-based perspective and to ensure security through a diversity of systems. Both the Philippines (Department of Information and Communications Technology [DICT], 2017) and South Korea (National Security Office, 2019) also espouse autonomy as a key principle of their cybersecurity frameworks.

**Cybersecurity Culture**

The development of a cybersecurity culture is an essential challenge that countries must address. Without it, individuals, businesses, governments, and the general public will continue to be exposed and may fall victim to cyber threats and attacks.

The development of a cybersecurity culture can start at delivering cybersecurity awareness programs. In organizations, public and private, leadership and employee buy-in is important. It is even more challenging to create cybersecurity awareness addressed to the general public—a challenge that the government may address by developing education programs to be delivered in schools.
Of particular importance is developing a security culture among professionals and other members of the workforce. In many cases this translates to a desire for a highly skilled cybersecurity workforce. As such, Australia considers it a priority to “develop a highly skilled cybersecurity workforce, starting with academic centers of cybersecurity excellence” (DHA, 2016, p. 11), while the United States lists the development of a “superior cybersecurity workforce” among its National Cyber Strategy’s key goals (The White House, 2018, p. 17). Countries as diverse as Cambodia, China, New Zealand, and South Korea all emphasize the development of a cybersecurity culture in their national frameworks (Christine & Thinyane, 2020).

Researchers and developers can also benefit from other global experts through established international cooperation and information-sharing mechanisms. Partnerships between and among government, businesses, and the academe/research institutions should be encouraged.

**Computer Emergency Response Teams**

A computer emergency response team (CERT) refers to a group of experts who respond to cybersecurity incidents. However, the role of CERTs has evolved over the years to include cybersecurity incident monitoring and reporting, malware analysis, cybersecurity awareness and training, among others. Some countries also indicate cyber threat/cyberattack response, protect/secure cyberspace, and strong cybersecurity/defenses/defend systems among the areas handled by CERTs.

CERTs can serve as an important pillar of a national cybersecurity framework. Cambodia, for instance, counts the enhancement of its CERT system as one of the most important targets for its cybersecurity strategy (Telecommunication Regulator of Cambodia, 2014). Similarly, national CERTs are a keystone of Malaysia’s cybersecurity emergency readiness thrust, as stated in their National Cyber Security Policy (NACSA, 2020).

While countries may organize their own national-level CERTs, CERTs can also be found in business and industry. A CERT may also be just a section in an organization’s information security operations center. In any case, international cooperation is one significant activity of CERTs that has led to the development of CERT practices. CERTs also have organized themselves into international or regional groups to exchange and share information on information security incidents.

For this reason, CERTs can act as the frontline of international cooperation for day-to-day cybersecurity practice. Brunei, for example, recognizes that the Brunei CERT (BrUCERT) laid the foundation for its international linkages, facilitating information sharing and the exchange of best practices (Marco et al., 2018). CERTs allow governments, business organizations, the
academe, and citizens to cooperate and collaborate in addressing cybersecurity/information security issues in order to develop response mechanisms.

**Cybercrime**

The cybercrime landscape continues to evolve as Internet technology evolves. Cybercrime is particularly challenging, considering its transnational and borderless character and the ephemeral and fleeting nature of digital evidence. Law enforcement agencies are, therefore, faced with the challenge of understanding the different country context of cybercrime laws, particularly when issues of jurisdiction and prosecution are involved. Brunei, Malaysia, and Thailand, for example, focus on the need to develop cyber-capable law enforcers and adopt law enforcement standards in their cybersecurity strategies. Other countries, meanwhile, such as Canada, China, and Singapore, seek to address the proliferation of cybercrime safe havens.

**National Security**

Critical infrastructure protection is a matter of national security concern (NIST, n.d.). Critical infrastructure operations have increasingly been dependent on information systems. An attack on a critical infrastructure can have a devastating effect on a nation’s physical or economic security, peace and order, or the health and safety of citizens and residents.

An attack on a critical infrastructure can have a devastating effect on a nation’s physical or economic security, peace and order, or the health and safety of citizens and residents.

A review of 17 countries’ national cybersecurity frameworks revealed 10 had stated strategies on the protection of critical infrastructure. The Philippines’ National Cybersecurity Plan, for example, lists the protection of critical information infrastructure first among a list of objectives. Similarly, Malaysia’s National Cybersecurity Policy puts addressing risks to critical national information infrastructure at the top of their priorities. China, on the other hand, equates the protection of critical infrastructure to the defense of sovereignty and of national security itself.

Cyberattacks and cybercrime affect both the public and private sectors. The extent to which cybersecurity is regarded as a national security matter and the issue of sovereignty in or of cyberspace depend on a country’s national security policy.

Table 1 compares the common threads in the national cybersecurity frameworks and policies of select countries.
## Table 1. Common Threads in National Security Frameworks of Select Countries

<table>
<thead>
<tr>
<th>Elements of a national cybersecurity strategy</th>
<th>Australia</th>
<th>China</th>
<th>Indonesia</th>
<th>Philippines</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stakeholders:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academe / research community</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Citizens</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical infrastructure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Focus Areas:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advocacy: free, open, and secure Internet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autonomous development of cyberspace</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CERT / CSIRT*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical infrastructure protection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyber-capable law enforcers / law enforcement standards</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cybersecurity awareness / education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cybersecurity culture</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cybersecurity skills and knowledge developed; cybersecurity workforce</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cybersecurity standard and metrics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyber threat / cyberattack response</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyber threat / information sharing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Economic growth and prosperity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of cybersecurity business / industry</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incident monitoring and reporting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*CERT: computer emergency response team; CSIRT: computer security incident response team*
In alignment with the global nature of cybersecurity concerns, it is inevitable that nations seeking to enhance their own national frameworks will look to the best practices or proven practices of other nations. However, the blind adoption of foreign models without understanding the national contexts that inform these other frameworks would ultimately be foolhardy.

The succeeding discussion dwells on the cybersecurity governance frameworks of five nations: Australia, China, Israel, Russia, and the United States. Each has unique offline systems of government, geopolitical interests, and domestic concerns that bear particular influence in the development of their own cybersecurity policies.
Australia is the 6th most cyberattacked country in the world, with 16 cyberattacks, from state actors and cybercriminals, from May 2006 to June 2020 (Specops, 2020). Aside from government networks, the attacks are particularly hitting small businesses, which make up 94% of Australian businesses (Business Australia, 2020). The Department of Home Affairs estimates that cybersecurity incidents cost Australian businesses up to USD 29 billion each year (The Daily Telegraph, 2019).

As early as 2000, cyberattacks have been identified by Australia’s Department of Defence (DOD) as an emerging security challenge (DOD Australia, 2000). Prime Minister Kevin Rudd in 2008 acknowledged to the Parliament that cyber threat is one of the top-tier national security priorities of the government (Rudd, 2008). On June 19, 2020, Australian Prime Minister Scott Morrison made a formal announcement that Australian organizations are the target of sustained cyber activities by a sophisticated state actor (Prime Minister’s Office, 2020). The prevalence and increasing sophistication of the cyber threats have prompted the Australian government to adopt robust unilateral and multilateral measures in the field of cybersecurity.

The Australian government is active in building international cooperation in cyberspace, noting the borderless nature of the Internet and cyber threats. In 2016, it created the position of ambassador of cyber affairs within the Department of Foreign Affairs and Trade (DFAT). The cyber affairs ambassador leads the government’s international cybersecurity policy interests and works with other nations to champion an Internet that is open and secure.

**Governance Structure**

The Australian government has adopted a multiagency approach to cyber governance. Over the years, there have been significant changes in the agency with the lead role in cyber policy because of government reshuffling.

Cybersecurity policy development had initially been the responsibility of the Attorney General’s Department. During the time of Prime Minister Gillard (2010–2013), cyber policy was transferred to Australia’s Department of the Prime Minister and Cabinet (2012). In 2017, the lead agency for cyber policy was again transferred to the DHA.

During his tenure, Prime Minister Malcolm Turnbull (2015–2018) had appointed a dedicated cybersecurity minister as part of his cabinet, yet the position was abolished during the subsequent premiership of Scott Morrison. The private sector called on the Australian government to return the position to the cabinet, arguing that someone must have the dedicated authority in, and responsibility of, cybersecurity (Stilgherrian, 2019b).
The DHA is responsible for all policy affairs involving safety and security within Australian borders, including cybersecurity. The department, established in 2017, was the product of wider reforms within the Australian government that restructured security policymaking to have a more civilian character. Today, the DHA leads the development of the country’s cybersecurity policy, including the implementation of Australia’s national cybersecurity strategy.

Within the DHA, the national cybersecurity adviser provides input on any policies and projects promulgated by the department, and the Cyber Security Policy Division develops the country’s cybersecurity strategy, a responsibility previously assigned to various wings of the government.

As a federation, Australia’s states and territories are also free to promulgate cybersecurity policies that complement the national strategy. The state of South Australia, for example, developed its own South Australian Cyber Security Strategic Plan 2018–2021. Similarly, other departments and offices of the national government are also encouraged to formulate cybersecurity strategies specific to their organization’s needs and characteristics, as with Services Australia’s Cyber Security Strategy 2018–2022.

The DHA’s national cyber coordinator ensures that the plans set by government offices at various levels, along with those of the private sector, civil society, and the academe, are designed and implemented in harmony with the national strategy’s tenor. The coordinator is also the department’s main point of contact with DFAT (for the Office of the Ambassador for Cyber Affairs) and the Department of Defense (for the Australian Cyber Security Centre or ACSC.)
Alongside the DHA, the ACSC within the Australian Signals Directorate (ASD) under the Department of Defense works to improve the country’s general cybersecurity posture. The ACSC monitors cybersecurity threats, provides advice to mitigate threats, and responds to cyber incidents. It works closely with private and public organizations and operates a 24-hour cyber hotline to provide a timely response to attacks. It also prepares the country’s annual cyber threat report, which identifies and describes key cybersecurity threats targeting Australian systems and networks (ACSC, 2021b). To fulfill these responsibilities, the ACSC houses CERT Australia, the national computer emergency response team (ASD, n.d.).

Although officially part of the Department of Defense, the ACSC strives to operate an open, stakeholder-driven process for advancing the country’s cybersecurity capabilities. It operates a network of Joint Cyber Security Centres responsible for coordinating research and information-sharing across the government, private sector, civil society, and the academe (ACSC, 2021a).

Historically, the bulk of Australia’s cybersecurity tasks fell to the ACSC to see through. With the establishment of the DHA, however, implementation of the national strategy is now firmly a responsibility of the DHA. The ACSC is now limited to providing “advice and support” to both the government and nongovernment actors on cybersecurity (ACSC, n.d.). For example, the Critical Infrastructure Centre was established in 2017 within the DHA to protect Australia’s critical infrastructure from any form of interference or sabotage from foreign actors (Cyber and Infrastructure Security Centre, 2021).

Finally, the ambassador for cyber affairs under DFAT is responsible for promoting the country’s cybersecurity interests abroad. This involves coordinating with both foreign governments and businesses to secure Australia’s security, economic, and development interests “in cyberspace and critical technology” (DFAT, n.d.) as set in the National Cyber Security Strategy. Other departments of the Australian government serve a smaller role translating cybersecurity goals into appropriate programs for their mandate. For instance, the minister of communication is focused on online safety and consumer safeguards, while the minister of industry is involved in building the country’s domestic cybersecurity industry through its cybersecurity industry growth center, AustCyber. The minister of education, through the Department of Education and Training, implements a program to encourage more students to study cybersecurity and related courses (Department of Industry, Science, Energy, and Resources, 2018).

Legal Framework

The following laws are integral to Australia’s robust cybersecurity legal framework:

- Criminal Code Act 1995 (as amended by the Cybercrime Act 2001)
- Telecommunications (Interception and Access) Act 1979
- Spam Act 2003
- Telecommunications Act 1997
- Privacy Act 1998
- Security of Critical Infrastructure Act 2018
The Amendment to the Telecommunications Act of 1979 was introduced through the Telecommunications and Other Legislation Amendment (Assistance and Access) Act of 2018. The reforms enabled law enforcement agencies to effectively tackle online criminals by improving legitimate computer access powers and enhanced cooperation with industry players (Parliament of Australia, 2018).

The Australian government is examining reforms to current legislation to “set a minimum cybersecurity baseline across the economy” (DHA, 2020a, p. 22). Reform areas include privacy, consumer, and data protection laws and obligations on manufacturers of Internet-connected devices (DHA, 2020a). In addition, it is exploring how legislation can support private sector initiatives to protect citizens and businesses (Penn, 2020).

Toward the end of achieving a minimum level of cybersecurity across the entire nation, there are ongoing discussions on amending the Security of Critical Infrastructure Act of 2018 to enhance the regulatory framework and broaden the scope of critical infrastructure, with the effect of requiring certain security standards to be met across a wider range of industries. In addition to electricity, gas, water, and ports, the amendments would include the following:

- Communications
- Financial services and markets
- Data storage or processing
- Defense industry
- Higher education and research
- Energy
- Food and grocery
- Healthcare and medical
- Space technology
- Transport
- Water and sewerage

**Current Cybersecurity Strategies**

The Department of Home Affairs, the main agency in charge of cyber policy, led the development of Australia’s 2020 Cyber Security Strategy. Prior to the DHA’s establishment, the Strategy was developed by the Attorney General’s Department (for the first edition, in 2009) and by the Department of Prime Minister and Cabinet (for the second edition, in 2016).
With a development budget of AUD 230 million, the 2020 Strategy sets out to achieve the vision of “a more secure online world for Australians, their businesses and the essential services upon which we all depend” (DHA, 2020a, p. 4). The Strategy puts a strong focus on shared responsibility among government, businesses, and community, and sets out key action themes for them to commit to undertake to deliver the vision.

The 2020 Strategy was developed using a consultative process led by the DHA, emphasizing the importance of a “national cyber partnership” that brings together all sectors of Australian society. This process included the establishment of an industry advisory panel to ensure that industry advice and support are taken into consideration in the development of the Strategy.

The new strategy represented a significant development from the 2016 edition, from a primarily reactive cybersecurity posture to a proactive one. The 2016 strategy, which established the ACSC and appointed the ambassador for cyber affairs, focused on reacting to developing threats to Australia’s networks and systems. One criticism of this previous document was that it aimed to achieve a poorly defined “open, free, secure” Internet (Stilgherrian, 2019a).

For 2020, the government had committed to invest AUD 1.67 billion over the next 10 years, a more than 600% budget increase from the previous edition. The 2020 edition of the document also lays out a 10-year plan for the country, whereas the previous edition only covered 5 years—signaling a more long-term vision for Australia’s cybersecurity.

A significant portion of the budget goes to ACSC mainly to build capacity both within and outside the government, build more partnerships, and protect Australians. The ASD will employ an additional 500 cyber personnel over the next 10 years as part of this action. An expert noted the strong focus on domestic cybersecurity, strengthening law enforcement and protecting Australians online in the 2020 Strategy (Uren, 2020).

The government will commit funds to enhance existing Joint Cyber Security Centres to support stronger partnerships between businesses and state/territory governments. The Strategy also includes a program to assist small and medium enterprises to uplift their cybersecurity through tailored advice and assistance. In addition, the Strategy outlines programs to support businesses and the academe in growing a cyber-skilled workforce and promoting innovation in cybersecurity research and development through AustCyber.

In April 2021, the government launched the Cyber and Critical Technology International Engagement Strategy, which will guide Australia’s practical international engagement across cyber and critical technology issues. Its key objective is to “strengthen national security, protect Australia’s democracy and sovereignty, promote economic growth, and pursue international peace and stability” (Payne, 2021).

While Australia’s cybersecurity posture is anchored on democratic values and promotes a multistakeholder approach, some policy and government actions have raised concerns about their impact on the openness of the Internet. As a long-standing member of the Five Eyes intelligence alliance, Australia has been a proponent of monitoring Internet traffic,
breaking encryption protocols, and installing backdoors for government access in networks and systems (Scroxton, 2020). Outside of this alliance, Australia has also moved to reduce certain Internet freedoms, such as by deanonymizing trolls on social media platforms, in the name of national security (Keith, 2021).

Australia, along with the rest of the Five Eyes, have shown a willingness to engage in offensive cyber activities to deter threats. The 2016 Cyber Security Strategy acknowledged Australia’s offensive cyber capabilities (OCCs), with no less than then-Prime Minister Malcom Turnbull arguing that it is an important deterrent against destructive attacks for which defensive tools alone would not suffice (Gold, 2020). The government has acknowledged that both the ASD and the Australian Defence Forces have OCCs and that they have been used against various targets, including the Islamic State, foreign cybercriminals, and more recently, entities involved in COVID-19-themed attack campaigns.

Australia has stated that it only uses OCCs in a manner that is targeted, proportionate, subject to legal oversight, and consistent with domestic and international legal obligations (Gold, 2020). It also released a 2017 International Cyber Engagement Strategy outlining specific policies for the use of OCCs in military operations. Among the Five Eyes countries, Australia has been among the most vocal about government transparency on OCCs, something it has used to publicly reconcile its offensive capabilities with its commitment to a safe Internet. The Australian government has also called on other countries to be similarly transparent on the development and use of OCCs in a manner consistent with international norms.

**Key Takeaways**

Both Australia’s cybersecurity governance structure and the Cyber Security Strategy 2020 show a commitment to a democratic, multistakeholder-driven approach to a shared national vision for cybersecurity. The involvement of multiple departments in differing areas of cybersecurity policymaking and implementation, far from hindering the formation of a coherent strategy, has created a high level of cyber risk awareness throughout the government. This avoids the problem of cybersecurity being a silo issue for only one government body. Combined with Australia’s financial commitments to cybersecurity, this has given the country a strong defense, making it a harder target for increasingly frequent and sophisticated cyberattacks. Although the Australian government recognizes that there is still much to be done, it has made significant progress in building trust and security in Australia’s digital economy since cyber threat was first recognized as a national security concern. The World Economic Forum has rated Australia as among the most prepared when it comes to an attack (Santiago, 2015). The country also ranked 11th in the world and 3rd in the Asia Pacific region in the 2018 Cybersecurity Index and achieved the maximum score for its legal and organizational pillars (ITU, 2019).
Several insights on cybersecurity governance can be gleaned from the successful ongoing development of cybersecurity policy in Australia. These include the following:

- **Executive sponsorship.** The prime minister himself articulated the gravity of the program and the need to have a systemic solution for it. The policy move from the Attorney General’s Department to the DHA was also a push upward. Since 2009, cybersecurity has remained an important agenda item for Australia, as shown by the number of information security laws they have in place and the increasing public investments to enhance its cyber intelligence capabilities.

- **Cross-agency and multistakeholder collaboration on cybersecurity policy development and implementation.** With the creation of the DHA, and the Cyber Security Policy Division under it, Australia has institutionalized a whole-of-society approach to cybersecurity that values input from stakeholders in the public and private sectors, civil society, and the academe. Moreover, by delegating implementation responsibilities among the DHA, Department of Defense, DFAT, and other government offices, Australia has helped develop shared responsibility and ownership for cybersecurity. Supporting this is a strong push to develop cybersecurity capacity across all sectors of society and a structure for coordinating cybersecurity activities so that they are harmonized with the national strategy. This could be adapted in a country such as the Philippines through the establishment of a national cybersecurity coordination bureau.

- **Joint Cyber Security Centres program.** The creation of hubs allows each federated state to own their cyber posture and build capabilities but still be centralized. This program can be likewise implemented in urban centers of the Philippines that have significant cyber capabilities.

- **Strong dedicated focus on critical infrastructure.** Australia’s Parliament passed the Security of Critical Infrastructure Act of 2018 and created a separate and dedicated government agency for this.

---

**China**

China’s exponential growth has been driven in part by its rapid shift to the digital economy. This transformation is seen in the state’s use of information technology as a vital tool of governance. In the private sector, China is one of the world’s largest investors and adopters of digital technologies and is home to one-third of the world’s unicorns, or startup enterprises with valuations of USD 1 billion and above (Woetzel et al., 2017). Even before the pandemic, China’s digital economy was already worth an estimated USD 4.7 trillion or 34.8% of the GDP (Jun, 2020).

Within this context, the CCP views the protection of its digital infrastructure through cybersecurity as a national priority (Gierow, 2014). The Chinese government has two major levers when it comes to enforcing security via digital means: legal traffic interception and censorship. One of the most iconic manifestations of censorship is the “Great Firewall of
China. The government also asserts control over the population through digital mechanisms like credit scores that rate a person’s compliance with local laws. China’s economy relies on digital payments, which, in cities like Shanghai, have replaced cash as the primary means of transaction. In the realm of national security, these digital command and control systems are also responsible for coordinating military activity and allocating resources. Computer systems protect vital state secrets from being leaked. Overall, a compromised digital space undermines the effective functioning of the state.

Cybersecurity Governance and Legal Framework

China’s cybersecurity governance has been constructed as a means of promoting Chinese national interests. Because an increasing amount of daily life is mediated online, China’s control of the Internet helps demonstrate its sovereignty over the population. Through passing cybersecurity laws, China can project its competence in complying with global standards for digital security.

China’s cybersecurity framework is primarily outlined in the Cybersecurity Law of 2016. Before its passing, regulations on digital security were scattered throughout various laws and ordinances. The 2016 law provides cohesion and a unifying framework to the various protocols in place. The law applies to two important stakeholders: network operators and critical information infrastructure (CII) operators. Network operators are widely construed to refer to any businesses that own or operate their own local networks in China. CII operators, on the other hand, cover firms that operate in industries that are deemed critical by the government.

One salient feature of the law is a requirement for network operators and CIIIs to store existing customer data in local servers, effectively banning these firms from exporting data abroad (Wagner, 2017). Another important provision requires firms to actively cooperate with the government in investigations relating to data breaches. These firms are compelled to give the government access to their data for purposes of national security. The law widely encompasses several aspects of cybersecurity and has provisions on areas such as protocols for the collection of private information, mandates for the development of internal cybersecurity systems, regular conduct of security assessments and drills, and minimum reporting standards for compliance agencies (Wagner, 2017).

The Cybersecurity Law must also be considered alongside the National Intelligence Law of 2017, which strengthens the presence of the Chinese government in the private sphere. One of this law’s primary mandates compels citizens to actively cooperate with the state in intelligence-gathering efforts. Article 7 of the National Intelligence Law states that “any organization or citizen shall support, assist and cooperate with the state intelligence work in accordance with the law” (National People’s Congress, 2017). The provision, phrased as a general mandate, prescribes no limits on the extent to which China can compel companies to turn over private information. This can potentially affect Chinese entities that operate overseas.
States usually justify intrusions on private liberties as a means of averting greater dangers, including threats to national security. In contrast, the National Intelligence Law fails to state a national security justification for government intrusion. Instead, Article 14 of that law gives the government the absolute authority to “demand that concerned organs, organizations, or citizens provide needed support, assistance, and cooperation” (National People’s Congress, 2017). These gray areas in legislation provide wide latitude for the CCP to make the rules as they go. The government utilizes a strategy of introducing more draconian measures to original legislation, making it much more restrictive than originally conceived. This reduces the barrier to legally compelling Chinese individuals and companies to obtain information or act on behalf of the CCP.

Three years after its passing, the Cybersecurity Law has been plagued with issues of enforcement and compliance. Several firms have complained that certain recommendatory guidelines on the collection of customer information are made mandatory in practice (Rechtschaffen, 2019). There is also considerable vagueness in how the law applies to sectors such as medicine, where there are no specifications as to what details in a patient’s medical history can be collected. The level of arbitrariness has caused some foreign technology businesses to leave China; the lack of clarity has made it harder to do business as firms increasingly run into conflict with regulators who can impose hefty fines.

Promoting Chinese National Interests

The Chinese framework differs starkly from that of its Western counterparts. One salient feature of the Chinese cybersecurity paradigm is the relative absence of protections for privacy that are present in Western frameworks. In European states, privacy is integrated as a fundamental right that must be preserved in the digital sphere. In the United States, privacy is viewed more as a consumer right for clients or purchasers of products and services. Both treatments of privacy are rooted in the individual’s consent as a prerequisite for accessing personal data and information.

In contrast, the Chinese framework places paramount importance on the ability of the state to provide social order. China’s surveillance infrastructure was created with the goal of monitoring individual behavior to determine the degree to which citizens comply with social norms. China deploys surveillance cameras along major streets and thoroughfares to identify those who violate pedestrian laws. Its online database and social credit system for civilians enable the creation of a system of social incentives and penalties for behavior. What these measures achieve is ultimately the maintenance of national security. Through the digital sphere, China enhances its ability to influence citizens’ behavior even without physical force. Subsequently, China’s control over its largest digital companies allows them to ward off external threats. The deployment of 5G networks in neighboring countries by firms such as Huawei allows China to export its surveillance and security features abroad.
China’s domestic cybersecurity framework brings certain dangers to the rules-based international order. As demonstrated, the Chinese government’s complete access to the data of its local network providers constitutes a security threat to nations whose companies do business with these firms. The framework also undermines individual liberties on a massive scale. Both cybersecurity and intelligence laws set legal cover for state surveillance over the population.

China today uses information systems to monitor citizens’ behavior, utilizing data and metrics to quantify social compliance. The burden of proof that the government needs to access confidential data is low; intelligence can be gathered even for cases where there are no urgent risks to national security. These dangers outline the Chinese system of governance built on principles in conflict with that of other nations.

Key Takeaways

One approach to Internet governance views effective information systems as top-down enterprises where the state has direct control of the digital sphere (Rosenbach & Chong, 2019). The other advocates for the bottom-up development of information security through competition and open access between different players. An analysis of the Chinese framework shows that dealing with policy issues in cybersecurity requires an engagement with these broader questions of competing principles.

China’s cybersecurity posture also poses grave concerns for countries such as the Philippines with whom it may have conflicting claims. The Chinese government has increasingly resorted to soft power to influence other countries, to the extent that it could compromise other countries’ cybersecurity posture. Projects such as telecommunications infrastructure deployments, which entail the use of Chinese technologies and equipment, potentially give China unique access to sensitive information within other countries.

Israel

Israel has been in constant conflict and tension with its neighboring states since it declared independence in 1948. It has successfully defended against attempted invasions by some of its neighbors in the Middle East. Naturally, national security and defense has always been a strategic focus of the Israeli government, cybersecurity included.

Israel’s cyber resiliency is regularly tested by bad actors. Since the 2010s, there have been tit-for-tat cyberattacks between Israel and Iran (White, 2020). During the 2014 Gaza War, Israel revealed that its government, military, and economic sites were persistently targeted by actors linked to Iran (Opall-Rome, 2015). In 2020, Israel uncovered a series of cyberattacks on its water systems (Cimpanu, 2020c). Not long after, Iran’s busy Shahid Rajee Port suffered an attack that damaged its computers, targeting electronic infrastructure to disrupt the flow of goods (The Times of Israel, 2020). A series of blasts in critical Iranian sites have also been linked to the United States or Israel. These events illustrate how the rivalries of nation-states...
in the physical world are now manifested in cyberspace, sometimes even targeting civilians (Fassihi & Bergman, 2021).

Today, Israel is considered one of the global leaders in cybersecurity, which gives it both military advantage and economic edge. As of 2019, Israel has exported cybersecurity solutions totaling USD 7 billion, with close to 10% of the global market share (Reuters, 2019). It has successfully created a cyber-ecosystem with an innovative and thriving private sector, universities, research laboratories, military intelligence units, and widespread government support (Raska, 2015).

**Legal and Governance Framework**

The constant threat imposed by its neighbors has shaped the evolution of Israel’s cybersecurity framework. As early as 1997, Israel set out to protect its critical infrastructure through the creation of the Tehila Unit, in charge of coordinating state information and communications technology (ICT) infrastructure.

In 2002, the government authorized the National Information Security Authority to instruct and protect vital computer systems of key public and private sector organizations, or critical infrastructure.

Over the years, the Israel Defense Forces (IDF) has been mainly responsible for the country’s cyber sphere with permanent units for both cybersecurity and cyber defense. For example, the IDF’s Unit 8200 is responsible for offensive cyber operations, having been linked to the intelligence collection initiative known as Flame in 2012 and the disruption of Iranian nuclear control systems through the Stuxnet worm. The C41 Directorate, on the other hand, is responsible for protecting IDF’s ICT communication infrastructure and systems. It is also responsible for deterring and preempting attacks on the country (Raska, 2015).

In 2011, there was a notable shift in Israel’s cybersecurity focus when Prime Minister Benjamin Netanyahu (2009–2021) declared his vision of Israel as among the top five countries in the world in terms of cybersecurity. The country expanded its strategy to protect not only critical infrastructure but also the civilian and private sectors. In 2011, the government issued Resolution 3611 on Advancing the National Capacity in Cyberspace.

In 2012, the Israel National Cyber Bureau was established as part of the Prime Minister’s Office. It was tasked to establish the country’s national cyber policy and strategy, promote national processes, develop national cyber capabilities, and strengthen Israel’s leadership in cyberspace (National Cyber Directorate, 2017).

In 2015, the government issued two resolutions: (1) Advancing the National Preparedness for Cyber Security, which established the National Cyber Security Authority, tasked to lead the country’s operational cybersecurity efforts (Resolution 2444); and (2) Advancing National
Regulation and Governmental Leadership in Cyber Security (Resolution 2443). The Israel National Cyber Bureau and the National Cyber Security Authority make up the Israeli National Cyber Directorate (INCD) (National Cyber Directorate, 2017). As one of only four agencies directly under the Prime Minister’s Office, the INCD is responsible for strategic policy planning, national-level implementation, and facilitation of international coordination in cybersecurity.

In 2017, the current Israel National Cybersecurity Strategy was formulated. It outlines the priorities and goals of the INCD: to defend Israel’s economic and social strength, institutionalize capacity building, and strengthen international cooperation (Frei, 2020). Most cybersecurity directions are led by the IDF and INCD. Based on the NIST Cybersecurity Framework, the Israeli framework focuses on robustness, resiliency, and defense.

Cybersecurity Ecosystem in Israel

Israel’s determined focus to be a global leader in cybersecurity has translated into government programs and funding for a thriving cybersecurity landscape. Although rooted in a strong military and defense rationale, it is now a successful nationwide ecosystem and an integral part of the Israeli economy. Aside from consistent government spending and focus on cybersecurity, other factors that sustain this include a targeted investment in human capital and a thriving private sector.

Valuable Human Capital

Israel has a 24- to 30-month mandatory military service for both Israeli women and men, exposing young Israelis to cutting-edge technological innovations in cybersecurity, which has led to a vibrant cybersecurity market.

The Israeli government offers an Academic Reserve program, where the top 1% of high school graduates are offered scholarships to complete their science and technology degrees, or other degrees deemed critical by the IDF, before completing their military service (Bagram & Ben-Israel, 2019, p. 77). The scholars subsequently serve an additional 3 to 5 years should they choose to serve in IDF technological units. This system provides a constant pool of knowledgeable and professional Israelis serving the government. Talpiot, a subprogram of the Academic Reserve, offers an elite 40-month training program on IDF-identified critical degrees and military courses (Bagram & Ben-Israel, 2019, p. 84). Talpiot participants also serve six additional years in the IDF. After the compulsory service, graduates of the Academic Reserve may choose to pursue a military career or a civilian career, strengthening the country’s cybersecurity position either way.

This education and training strategy is not only focused on the military; it is also present in mainstream basic education. In middle school, cybersecurity is offered as an elective (Press, 2017). In some schools, students learn computer programming as early as fourth grade, and encryption as early as tenth grade (Estrin, 2017). In Tel-Aviv University, non-arts university degrees all have a cybersecurity specialization. Six university research centers, headed by Academic Reserve graduates as of 2018, are dedicated to cybersecurity (Bagram & Ben-Israel, 2019).
Thriving Cybersecurity Market

With 436 active cybersecurity firms spread throughout the country, Israel tech firms raised USD 9.3 billion of private investment in 2020 (Solomon, 2020). With a strong incubator and innovator environment, startups sprout each year, whereas some are focused on growing through mergers and acquisitions. Israel has also been called “startup nation” because it has the largest number of startups in relation to its population size (Yerman, 2019). In 2020, venture capital funding raised USD 2.7 billion with most capital going to growing existing companies. The average venture capital deal has also increased from USD 3.3 million to USD 5.2 million from 2017 to 2020, showing a consistent upward trend (Dov, 2021).

Israel has also set up Advanced Technologies Park (ATP), a public–private partnership that promotes technology and commercialization of cutting-edge research and innovation (Ben-Gurion University of the Negev, 2013). Located beside Ben-Gurion University, which boasts of a cybersecurity research center and advanced degrees in cybersecurity, ATP is meant to be an innovation and collaboration hub for the academe, the private sector, and the military. ATP offers an array of incentives to attract companies, including tax exemptions for 10 years, accelerated depreciation, and grant assistance (Ben-Gurion University of the Negev, 2013). The park has attracted successful companies such as Microsoft, Intel, HP, Google, Deutsche Telekom, PayPal, Dell EMC, IBM, and Oracle. Venture capitalists, research laboratories, startup businesses, and other technologically related enterprises have also moved to ATP. IDF’s information technology (IT) units are also expected to occupy a third of the park (Press, 2017).

Israel’s status as one of the leading lights in cybersecurity is perhaps marked by its international cybersecurity cooperation agreements with traditional world powers, such as the United States, Australia, and Japan.\(^5\)

Key Takeaways

The geopolitical realities of Israel have led to its mature security posture. The past decades have shown an expansion of cybersecurity focus from protection of critical infrastructure toward involvement of the private sector, and from cybersecurity handled solely by IDF and INCD toward a whole-of-society approach.

The shift of cybersecurity as a purely military and national security realm to an economic growth driver has made its current cybersecurity ecosystem thrive. Israel still receives various cyberattacks, and allegedly targets others, but its security position is recognized as one of the best in the world.

There are some policy lessons that other nations can learn from the Israelis:
• **Creation of an academic program that allows the best of the best to work in key focus areas.** The Academic Reserve is an interesting model that could be used to create a sustainable pool of talent for industries like cybersecurity. Countries such as the Philippines might even be in a better position to execute this due to our larger workforce base. Of course, support for cyber programs in academic institutions can also further feed into this program.

• **Alignment toward the military and law enforcement.** This is one of the key aspects of the Israeli experience, with both defensive and offensive capabilities built in support of military goals. Even nations that do not face the same intense existential threats as Israel should be prepared for external threats from other states that would traditionally call upon a military-based response. Addressing cybersecurity threats may require military-aligned, or at least law-enforcement-aligned, capabilities.

• **Executive-level sponsorship.** Israeli cybersecurity programs are driven by the mandate of the heads of government. Successful national cyber programs should likewise derive their mandate from the highest possible executive authority.

---

**Russia**

Having been the United States’ major rival in the Cold War, Russia continues to see itself as a superpower that can heavily influence world affairs. This historical backdrop informs how Russia has shaped its cybersecurity regime. It explains Russia’s legal frameworks for upholding the security of its agencies, as well as assets to be used in the context of warfare. During the Cold War, the United States and Russia contended for power through civil conflicts in developing nations. Each state would back opposing factions in civil wars, often providing resources and funding. Even without overt war, the two superpowers proved able to destabilize other nations by delegitimizing the popularly elected leaders. That geopolitical backdrop is still relevant to the promotion of Russian national interests and informs the role of cybersecurity and information security more broadly.

**Structure of Russian Cybersecurity Governance**

Russian cybersecurity governance consists of both institutional and legal structures aimed at protecting its critical infrastructure, as well as methods for improving its offensive capabilities. The origins of these institutional structures can be traced to policy pronouncements, memos, and other documents containing Russian state policy. Pronouncements by top Russian leadership are codified by security agencies into policy documents that lead to the development of more cohesive cyber strategies.
Some critical junctures in the development of Russia’s cybersecurity frameworks include the 2003 joint session between Russian Security Council and the State Council, where President Vladimir Putin (2000–present) raised the urgency of creating a national policy toward objects critical to national security and their protection from human-made, natural, and terrorist threats (Pursiainen, 2021). Another important event was the 2014 Russian annexation of Crimea, which was followed by the enactment of laws, ordinances, and internal policies related to the protection of Russian critical infrastructure to mitigate any retaliation from hostile states (Iasiello, 2017).

Within these wide-ranging policies, efforts can be traced to categorizing “critical information objects” (particularly, as “critically important” vs. “potentially dangerous”). Other laws, such as a 2012 document from the Russian Ministry of Emergency Situations, offer a methodology for classifying objects based on threat source (particularly, attacks to state organs and key sectors).

These frameworks define both the defensive and offensive aspects of Russia’s cybersecurity operations. Russia’s defensive cybersecurity posture relies on a broad conception of where threats originate. Aside from terrorist attacks, Russian proclamations also identify threats from local opposition groups, foreign state actors, and natural disasters (Pursiainen, 2021). Principles of Russia’s offensive cyberattacks also underlie its defensive posture. In response to threats, power is vested in a direct and hierarchical fashion to state authorities who are responsible for fortifying critical infrastructure. There has been greater urgency for Russia to focus on its defensive systems to mitigate the threat of retaliation for recent attacks that were allegedly state sanctioned.

Besides the protection of critical infrastructure, Russian cyber governance also emphasizes the development of the nation’s offensive capacities. There are two primary agencies in Russia that handle matters relating to information systems, intelligence, and cyber warfare: the Federal Security Service of the Russian Federation (FSB) and the Main Directorate of the Armed Forces of the Russian Federation (GRU).

Throughout the early 1990s to 2000s, the FSB oversaw cyber operations in the burgeoning Internet landscape (Lilly & Cheravitch, 2020). It pursued informal relationships with programmers and hackers to conduct operations on behalf of the agency. No cohesive cybersecurity program existed at the time. The loose coalitions carried out cyberattacks in Balkan states such as Estonia and Georgia to invalidate governments critical of Russian hegemony (Lilly & Cheravitch, 2020). Most of these operations were relegated under the general intelligence or espionage work of the Russian state.

A more cohesive cyber warfare program started in 2013 under the GRU. While the FSB acts as the state’s central intelligence agency under the control of the president, the GRU is the military’s main intelligence unit. After getting the endorsement of the president, the GRU launched a big hunt for programmers to fill its units created for cyber research and development (Lilly & Cheravitch, 2020). The Russian Ministry of Defense subsequently announced the launch of an information operations force that would carry out programs designed by the
new research centers. What made GRU programs distinctive was the aggressiveness of the attacks launched. Intelligence work had previously focused on defensive capabilities and informational advantage for a country; the cyberattacks developed within the GRU focused on dismantling foreign information systems.

**Strategic Basis for Russian Cyber Offense**

There are several advantages of cyber operations as a tool of warfare. Several global conventions exist that guide state actions in case of military conflict. These codified rules and procedures outline the permissible responses states can take when physical attacks are launched. In contrast, global rules and norms relating to cyberattacks are much more ambiguous. A cyberattack fails to meet the threshold for constituting an act of war. At the same time, it is not as easy to quantify the damage done by a data breach compared to the loss of human life or infrastructure in a physical conflict. The gray area benefits states that sponsor cyberattacks in that the lack of rules allows them the flexibility to conduct these operations while still engaging with nation-states through diplomatic channels.

Several agencies and government research firms in other countries have drawn links between operations by Russian-based hacking groups and directives from the Russian government (Roth, 2021). Activities that have been connected to Russian-based cyber actors include disinformation campaigns in other countries and hacking of state servers and digital systems (Lysenko & Brooks, 2018).

A prime example of such campaigns is the alleged efforts by Russian state authorities at disinformation in the 2016 U.S. elections (Mueller, 2019; U.S. Senate, 2018). A Russian firm called the Internet Research Agency, also known as Glavset, has been linked with the creation of a large troll farm that created thousands of social media accounts supporting far-right causes (Lapowsky, 2017). These fake accounts supposedly of American citizens bolstered the campaign of Donald Trump and smeared the candidacy of Hillary Clinton. Also, computer hackers were able to infiltrate the computer systems of the Democratic National Committee and subsequently released thousands of leaked emails through sites such as Wikileaks (Lipton et al., 2016). The example of election interference shows not only the diversity in Russia’s efforts but also their competence in employing these techniques. In 2020, a major Russian-orchestrated cyberattack was uncovered by U.S. intelligence agencies. The breach was committed by a hacking group called Cozy Bear, which was backed by the Russian government agency SVR (Vavra & Starks, 2020). It was found that the attack affected thousands of organizations, including critical government agencies in the United States such as the Treasury Department, the National Telecommunications and Information Administration, and part of the Department of Commerce.

Amid the perception that its government is actively involved in sponsoring cyberattacks, Russia effectively denies any accusations that tie the government to cyberattacks by Russian-based hackers. The lines between acts of the Russian state and criminal behavior by Russian agents are at times not easily demarcated. In previous incidents, the Russian government would deny and/or deflect any accusations tying it to digital attacks against Western government agencies. It would then divert blame back to the United States and western
European countries, claiming that they are the purveyors of the practices they accuse Russia of doing (Tidy, 2021). It must also be noted that this cyber offense tactic is also employed by other nations, but they, naturally, publicly deny responsibility for any attacks.

**Key Takeaways**

The coherence in Russian cybersecurity policy lies in an understanding of the evolving nature of conflict and warfare. Some research institutions and government agencies in other countries have drawn a link between recent cyberattacks and the Russian government, including officials in the highest rung of the state’s intelligence agencies. These agencies, particularly the GRU, have reportedly openly recruited programmers and have set up subdepartments for the advancement of cyber capabilities.

Russia’s cybersecurity landscape focuses on the development of defense capabilities as well. Laws and ordinances have been enacted to define critical infrastructure and classify threat sources. Like other countries, Russia can be expected to continue developing these capabilities in the next few years.

Given the aggressiveness of states such as Russia in cyber offense, the lack of a global governance framework on cybersecurity compromises the collective security of all nation-states. Dealing with such states necessitates nations to focus not just on the defensive side of information security but also on offensive information security capabilities. The concept of “know thy enemy” comes to mind. This can potentially provide insights on the latest threats while keeping us sharp with better practice and drills. Active vulnerability-hunting activity is also a good use of this offensive capability.

**United States**

Cybersecurity has considerably grown as one of the most critical issues confronting the U.S. government’s national security agencies. This has mostly been due to the growing dependence on the Internet and computer-based systems and transactions. These have contributed to the vulnerabilities of American companies and government agencies to cyberattacks. In April 2015, for example, millions of sensitive personal data were hacked from the U.S. Office of Personnel Management; the hack was linked to state-sponsored attackers working for the Chinese government (Gootman, 2016). This incident, however, was just the tip of the iceberg as there have been numerous cyberattacks and breaches against U.S. businesses and government agencies in recent years, including the National Nuclear Security Administration, Department of State, Department of Homeland Security, and the Department of Defense, among others. In 2020, the Cyber Risk Index listed the United States among countries most vulnerable to cyberattacks. Due to the U.S.-led War on Terrorism, Americans have also been among the primary targets of cyberterrorists around the world.

In understanding the U.S. security strategy, we must look at it from several angles, including the current strategic environment in which the world is conflictive and dominated by states.
The challenges to American security interests do not necessarily assume traditional forms (i.e., militaristic approaches), given the increasing reliance of warfare methods on cyber operations (Lewis, 2020). The U.S. cybersecurity policy operates within this novel strategic context in which there is an increasing role for states in cyberspace and digital platforms. In this regard, it is important to examine the interplay between cybersecurity and the broader U.S. national security policies.

Legal and Governance Frameworks

During the Obama administration (2009–2016), a survey from the *Defense News* indicated that over 45% of the U.S. national security leaders identified cyberwarfare as the most pressing danger to the country (Pizzi, 2014). Former Homeland Security Secretary Janet Napolitano warned that a “cyber 9/11” is a looming threat and could target critical infrastructure, including water and electricity (Reuters, 2013).

President Barack Obama (2015) outlined four basic principles in addressing cybersecurity threats. First, he emphasized that resolving cybersecurity threats is a “shared mission” requiring the joint efforts of the government and the private sector. He also underscored the need to focus on combining the “unique strengths” of government units and businesses in coordinating a response that cuts across different companies and sectors. The country should “constantly evolve” given the growing sophistication of cyberattacks. Lastly, he stressed the need to protect the privacy and civil liberty of Americans.

These fundamental principles were embedded in Executive Order (EO) 13691 s. 2015, which aims to encourage and promote cybersecurity threat-information sharing within the private sector. It was also envisioned to draw upon EO 13636 s. 2013 (Improving Critical Infrastructure Cybersecurity) and the Presidential Policy Directive-21 (PPD-21) of 2013 (Critical Infrastructure Security and Resilience). Under these executive issuances, the U.S. government’s primary goal is to increase its defense capabilities against cyberattacks by improving information sharing, securing privacy, and following best practices. Previously, the U.S. government also instituted the following initiatives to combat cyber-related threats: the National Infrastructure Protection Plan Update (U.S. Department of Homeland Security, 2009); Whitehouse Cyberspace Policy Review (National Security Council, 2009); and the National Strategy for Trusted Identities in Cyberspace (The White House, 2011).

Under EO 13636, President Obama requested the establishment of a cybersecurity framework. In response, the National Institute of Standards and Technology consolidated the best practices in information sharing from the private sector and used the following steps in developing the U.S. National Cybersecurity Framework (NIST, 2018a):
1. Identify (assist in developing an organizational understanding to managing cybersecurity risk to systems, people, assets, data, and capabilities)
2. Protect (outline appropriate safeguards to ensure delivery of critical infrastructure services)
3. Detect (identify the occurrence of a cybersecurity event)
4. Respond (take action regarding a detected cybersecurity incident)
5. Recover (maintain plans for resilience and to restore any capabilities or services impaired due to a cybersecurity incident)

In line with the U.S. Cybersecurity Framework, the Joint Task Force introduced the NIST Special Publication (SP) 800-53\(^7\) to develop the standards and guidelines to recommend the manner the U.S. government agencies are able to implement and supervise their information security systems. NIST SP 800-53 established a cohesive information security structure that encourages proactive risk control through the federal government. The NIST SP 800-37 focuses on the following control families (classified as low, moderate, and high): access control, audit and accountability, awareness and training, configuration management, contingency planning, identification and authentication,\(^8\) incident response, maintenance, media protection, physical and environmental protection, planning, program management, risk assessment, security assessment and authorization, system and communications protection, system and information integrity, personnel security, and system and services acquisition.

In addition, the Obama administration implemented the Federal Information Security Modernization Act of 2014 (FISMA Reform), which is an amended version of the 2002 legislation, in response to the growing number of cyberattacks against the federal government.

In 2015, the United States and China signed a bilateral agreement to avoid economically motivated cyber espionage between the two countries, especially in the areas of trade secrets and intellectual property theft. The agreement attempted to increase the level of engagement between the two countries and decrease the number of attacks against U.S. companies. There have also been different bills filed in the U.S. Congress on cybersecurity and information-sharing practices. During the 114th Congress, the following relevant bills were introduced: Cybersecurity Information Sharing Act of 2015 (S. 754); Protecting Cyber Networks Act (H.R. 1560); and National Cybersecurity Protection Advancement Act of 2015 (H.R. 1731). Under these laws, the government underscored the need to follow a “whole-of-government approach” in combating cybersecurity threats while protecting the civil liberties of Americans.

**Response to Active Cybersecurity Threats**

There has been an increasing range of cybersecurity-related issues confronting the United States. While the Obama administration sought a more legalistic approach, the Trump administration (2017–2021) enforced more aggressive steps in tackling cyber-related threats. Before the 2016 U.S. presidential election, two fundamental issues occurred. First, there was the theft of emails of the Democratic National Committee by the Russian military
intelligence agency GRU, which purportedly operated under the direction of Russian President Vladimir Putin. These leaked documents reportedly helped the electoral campaign of Donald Trump (Nakashima & Harris, 2018). Second, there was also an increased use of social media to foster dissension and polarization among the public. A Russian troll farm, identified as the Internet Research Agency, used divisive issues in the country (e.g., racial discrimination, gun ownership) to inflame public sentiment. This Russian troll farm bought Facebook advertisements to disguise as grassroots organizations, mobilize rallies, and undermine the integrity of U.S. democratic processes (Rodriguez, 2019).

Such incidents have made the U.S. government more cautious and vigilant of cyber-enabled and cyber-dependent foreign interferences. There are a few key points regarding the response of the United States to cyber espionage. The American government, for example, has implemented a set of technical testing for election tools to encourage all state and local officials to use multifactor authentication. In addition, those who were caught actively interfering in the election were sanctioned. In 2018, the U.S. Department of Justice charged 12 Russian intelligence officers with hacking the accounts of Democratic officials in the 2016 U.S. elections (Tucker, 2018). In addition, there was also an acknowledgment among social media corporations (e.g., Facebook and Twitter), who have massive influence on elections and political discourse, about the need to address the issue of fake news and disinformation by working with the government.

The enactment during the Trump administration of the John S. McCain National Defense Authorization Act (NDAA) of 2019 allowed for a more detailed and comprehensive budget allotment for strategic programs and assessments related to the U.S. policies on cyberspace, cybersecurity, cyber warfare, and cyber deterrence. President Trump also issued EO 13800 on Strengthening the Cybersecurity of Federal Networks and Critical Infrastructure due to the security risks of cyberattacks on critical infrastructures. In enhancing the cybersecurity capacities and capabilities of the U.S. military, some of the highlights of President Trump’s cyberspace policy include turning the Cyber Command into a unified combatant command through the establishment of the Cybersecurity and Infrastructure Security Agency (CISA). CISA coordinates the execution of the national cyber defense in partnership with the Office of Management and Budget (the agency responsible for overall federal cybersecurity). CISA is also responsible for sharing timely and actionable information across government and private sector partners.

For years, the approach of the Department of Defense (DOD) to cybersecurity has been focused on defending U.S. digital infrastructure. The 2018 DOD Cyber Strategy directed the department to “defend forward,” shape the day-to-day competition in cyberspace, and prepare for war. Defend forward means to “disrupt or halt malicious cyber activity at its source, including activity that falls below the level of armed conflict.” Taking action in cyberspace during day-to-day competition means to “preserve U.S. military advantages and to defend U.S. interests by focusing on “states that can pose strategic threats to U.S. prosperity and security, particularly China and Russia.” Preparing for war means that the US cyber forces will be ready to “operate alongside...air, land, sea, and space forces to target adversary weaknesses, offset adversary strengths, and amplify the effectiveness of other elements of the Joint Forces” (DOD United States, 2018).
In summary, the strategy is for the DOD to disrupt threats before the threat reaches U.S. networks and systems (Vergun, 2021).

However, the NDAA has provided the legal authority to shift toward a more offensive method. Offensive cybersecurity means “planting cyber ‘weapons’ deep within adversaries’ networks” (Freiburger, 2019). According to various reports, the U.S. government under the Trump administration (2016–2020) has more aggressively deployed cyber tools against its enemies. The New York Times reported that U.S. officials confirmed placing American computer code inside Russia’s electric power grid and other targets, an action “directed at Moscow’s disinformation and hacking units around the 2018 midterm elections” in the United States (Sanger & Perlroth, 2019).

During the COVID-19 pandemic, there has been a significant growth in terms of the number of ransomware attacks against health facilities, which demonstrates the ways in which the growing digitalization trend has also expanded the threats and dangers of cybercrimes to various sectors (Collier, 2020).

While there remain challenges that need to be addressed, the U.S. government has tried to respond to the above-mentioned issues by investing resources to fight cybersecurity threats. Under the Trump administration’s National Security Strategy, there had been a more vivid recognition that the United States is already operating within a multipolar environment, which takes into account the rise of great powers, such as China (as demonstrated in the two countries’ agreements on cyberattacks). As such, this will potentially inform the policies and strategies of the United States in cyberspace. Given the emerging threats confronting the country, cybersecurity will continue to occupy a more prominent space on the U.S. national security agenda.

**Key Takeaways**

While the U.S. approach has many aspects worth emulating, there is still a lot of work to do in continuously developing technologies that are reflective of the new opportunities and threats within the cyber environment. Given that the United States is at the forefront of information security in terms of offensive and defensive capabilities, the Philippines can capitalize on some of the best practices from United States’ cybersecurity policies and frameworks, which are hinged on an open ecosystem driven by cooperation among institutions and common standards.

One of the approaches that has worked for the United States places importance on public-private partnerships in promoting cybersecurity. The Philippine government can emulate this approach by looking at critical infrastructure in terms of information security and business continuity. The Philippines should also attempt to uphold minimum information security
standards in the same level as those in FISMA, NIST SP 800-53, and the NIST cybersecurity framework. This means informational security standards should be used as a key baseline for cyber defense.

In promoting a cybersecurity program through several mechanisms, it is also important to bring into the picture the role of centralized authorities like the Certified Information Systems Auditor. There should be more efforts and resources from the Philippine government and private sector to invest in cybersecurity-related research and educational programs. In addition, the Philippines should recognize the need to properly adopt and develop its CERT. At the very least, the country should have a centralized coordinating body to get a comprehensive view of the cyber threat landscape. Given the country’s vulnerability to cyberterrorism, the Philippine government cannot and should not do it alone. As recognized by the U.S. government, information security issues cannot be addressed by a single country. In a globalized and interconnected world, an attack on one can affect many others. Cybersecurity is a global issue that requires multilateral cooperation among different countries and international organizations.

Indonesia

Indonesia’s digital transformation accelerated upon the completion of its USD 1.5-billion Palapa Ring project. The Palapa fiber optic network stretched 35,000 km over land and sea and provided 4G-capable Internet infrastructure (Medina, 2020). It boosted Internet connectivity to support the country’s urbanization and digitalization program called 100 Smart Cities by 2045 Movement that was launched in 2017 (Samosir, 2020). Thus, it was no surprise that Indonesia saw a rise in online consumers since the start of the pandemic, with its Internet economy reaching USD 70 billion in 2021 and is expected to double to USD 146 billion by 2025 (Google et al., 2021).

Data protection and cybersecurity challenges in Indonesia have recently taken the spotlight. A surge in the number of cyber threats and attacks was recorded by the National Cyber and Crypto Agency, or the Badan Siber dan Sandi Negara (BSSN), Indonesia’s cyber intelligence and cybersecurity agency. As of December 2021, BSSN reported 1.4 billion cyberattacks affecting government agencies and corporations, almost triple the 495 million traffic anomalies recorded in 2020 (Siregar, 2021). Recent cases of cyberattacks include the following:

- September 2021: Indonesian intelligence agency Badan Intelijen Negara and 10 government ministries were allegedly hacked by a Chinese group, Mustang Panda, but this was later denied by the Indonesian government (The Associated Press, 2021).
August 2021: Indonesia’s COVID-19 test-and-trace mobile app, Electronic Health Alert Card (eHAC), exposed information from over 1.3 million of eHAC users to an open server (vpnMentor, n.d.). This, however, resulted when eHAC developers failed to put adequate data protection protocols in place (Chandra, 2021).

July 2021: Cybercrime monitoring firm Hudson Rock reported that multiple computers belonging to the employees of Indonesia’s Bank Rakyat Indonesia (BRI) and its insurance arm BRI Life have been compromised, revealing sensitive data from around 2 million clients and 463,000 documents (Afifa, 2021).

May 2021: Personal information of 279 million Indonesians was allegedly leaked and freely traded online in small samples at the database sharing forum Raidforum and were later on sold for 0.15 bitcoins (USD 6,130) for a larger set of the database (Jakarta Globe, 2021).

Indonesia’s cybersecurity threat landscape reflects that of other Association of Southeast Asian Nations (ASEAN) countries where businesses, public institutions, and critical infrastructure (e.g., telecommunications, energy, finance) are the constant targets of cyberattacks. The next section discusses the existing policies and mechanisms within Indonesia that protect against cyber threats.

**Governance and Legal Structure**

*Indonesia before BSSN*

Indonesia’s cybersecurity initiative began with the nongovernment organization Indonesia Computer Emergency Response Team (ID-CERT), established in 1998, which coordinates security incident handling, raises awareness on security issues, collects data, and researches security incidents (Rahardjo, 2017). Official government initiative only began in 2007 under the Ministry of Communications and Informatics (MOCI), which regulates the use of Internet-protocol-based telecommunication network and established the Indonesia Security Incident Response Team on Internet and Infrastructure (ID-SIRTII) (Rizal & Yani, 2016). The ID-SIRTII is the national computer security incident response team of Indonesia tasked to communicate with various stakeholders related to Internet security (Asia Pacific Computer Emergency Response Team [APCERT], 2019). It detects and cautions stakeholders when any network disruptions take place (Rizal & Yani, 2016, pp. 69–70).

In conjunction with these efforts, there are a number of regulations and laws that support or mention the importance of cybersecurity. According to Anjani (2021), two are of critical importance: (1) the Electronic Information and Transactions (EIT) Law No. 11/2008 and its revised version Law No. 19/2016; and the (2) Ministry of Defense (MOD) Regulation No. 82/2014. The EIT law covers cyber activities that are considered illegal (i.e., illegal distribution of content, breach of data protection, unauthorized access to computer systems to retrieve information, and illegal wiretapping) and accords overall legal protection for the contents of electronic systems and transactions (p. 4). MOD Regulation No. 82/2014 defines cybersecurity: “National cybersecurity comprises all efforts to secure the information and the supporting infrastructure at the national level from cyberattacks” (p. 4). It also covers
within its mandate critical infrastructure (e.g., finance and transport). These two laws employ Indonesia’s two-pronged regulatory approach to address its data privacy and cybersecurity issues: the EIT law covering nonmilitary cyber threats and the MOD as a regulatory agency guarding national security and military-related cyber defense.

Other special laws on data privacy protection in specific regulatory areas include the Law on Health No. 36/2009, which deals with regulating activities related to storing patient medical records, and the Law on Banking No. 7/1992 as amended by Law No. 10/1998, covering the processing of personal and financial data by banks.

Mulyadi and Rahayu (2018) note that Indonesia’s policy and regulation lack the synergy and coordination provided by a national cybersecurity strategy and a dedicated cybersecurity organization/department. More specifically, they point out that this structure and governance (1) only regulates information security and not the broad categories of cybersecurity; (2) lack private sector engagement and joint strategizing for the protection of industries; (3) and does not have an educational curriculum that discusses cybersecurity extensively (pp. 2–3). This fragmented legal and governance system continues to pose a great national risk to Indonesia, as it exploits the weaknesses and vulnerabilities of individual organizations and their people.

Establishing BSSN and the Cybersecurity Bill

Figure 2. BSSN Synergizes the Elements of National Security

Note. From “Indonesia National Cybersecurity Review: Before and After Establishment National Cyber and Crypto Agency (BSSN),” by Mulyadi and D. Rahayu, in 6th International Conference on Cyber and IT Service Management (CITSM) (p. 4), 2018, IEEE (https://doi.org/10.1109/CITSM.2018.8674265). Copyright 2018 by IEEE.
To address concerns over a national response to cybersecurity issues, the Indonesian government established the BSSN in 2017 through Presidential Regulation No. 53. The BSSN was formed through the combination of the National Crypto Agency (Lemsaneg), the functions of the MOCI Information Security Director General, and the ID-SRTII. Broadly, it has three duties (Mulyadi & Rahayu, 2018, p. 3):

1. Establish, implement, monitor, and evaluate the technical policy of national cybersecurity
2. Coordinate the role of cybersecurity with other organizations
3. Conduct national, regional, and international cooperation in the field of cybersecurity

As Figure 2 shows, the BSSN acts as a regulator for government organizations (e.g., Ministry of Justice and Human Rights, police, national intelligence agencies) and closely coordinates with the community, private sector, academe, and civil society to improve standards, skills, and overall education and awareness regarding cybersecurity issues.

Saputra et al. (2019, p. 113) point out that BSSN still has limited capacity over leading cybersecurity because its mandate (especially on critical infrastructure) is only based on presidential regulations. Saputra et al. noted that these rules do not legally bind other parties (mainly, the private sector) toward the guidelines set by the BSSN. Furthermore, the existing legal and regulatory environment still do not cover a range of issues. For instance, establishing the difference between cyber defense attacks (which is the mandate of the defense ministry) and cybercrimes (which is the mandate of the police) remains an issue within government agencies (Chairil, 2019).

Despite the efforts of the BSSN to present cybersecurity regulations, Indonesia continues to experience increasing costs of cyberattacks. In 2018, BSSN reported 232 million cyberattacks, with cybercrime causing USD 33.7 billion in economic damage, prompting Indonesian lawmakers to discuss a comprehensive solution—a cybersecurity bill (Sihaloho & Yasmin, 2019). Thus, in 2019, the Cybersecurity and Cyber Resilience Bill (Rancangan Undang-Undang Keamanan dan Ketahanan Siber) was proposed in Indonesia’s House of Representatives. The bill clarified the implementation of cybersecurity, the role BSSN plays in these plans, and other critical guidelines for governance, law enforcement, and diplomacy. It mandates BSSN to develop a national cybersecurity strategy and, more crucially, addresses the gaps in the EIT law, stipulating protections for information security and network infrastructure (Anjani, 2021).

However, the proposal repeated many of the uncoordinated and fragmented efforts that exist within Indonesia’s governance and legal structure. For instance, Article 38 of the proposal suggests that BSSN “filter electronic content and applications containing harmful content to protect the safety of the community when using electronic applications,” but these functions are already present under the MOCI (Anjani, 2021, p. 5). Anjani attributes these policy mishaps to the closed policymaking process in making the cybersecurity bill. From the bill not being available online to the MOCI not involved in writing the proposal, Anjani said the noticeable lack of consultation and deliberation saw the cybersecurity bill neglect existing cybersecurity paradigms as evidenced by duplicating regulations. The cybersecurity
bill proposes to grant a “super agency” status to its implementing body, superseding law enforcement institutions, and the potentially dangerous censorship power granted to this body to determine what constitutes as “harmful” content (Chairil, 2019). As the bill lacked input from other government stakeholders, Indonesia’s House of Representatives was not able to pass the proposal into law. It will continue to be deliberated in 2022.

Recently, there were efforts from the executive branch to strengthen the BSSN. In April 2021, President Joko Widodo signed Presidential Regulation No. 28 of 2021 on the BSSN “based on the need to organize the agency in the context of realizing national cybersecurity, protection, and sovereignty, as well as increasing the national economic growth.” The Presidential Regulation said “a more effective and efficient BSSN organization is needed” to achieve its cybersecurity goals, which entails improving the structure, duties and functions, organization, working procedure, and funding of BSSN” (Office of Assistant to Deputy Cabinet Secretary for State Documents & Translation, 2021).

Major Cases of Indonesian Cyberattacks

In 2017, the WannaCry malware spread rapidly across networks globally, infecting Windows computers to encrypt hard drives and making it impossible for users to access their data until they pay ransom for decryption (Fruhlinger, 2018). Two of Indonesia’s major hospitals were targets of this ransomware attack, locking up their IT systems containing patient records and billings (Reuters, 2017). Following the attacks, the MOCI disseminated instructions on system updates and Internet connections, and the National Police’s cybercrime unit coordinated with international law enforcement agencies (The Jakarta Post, 2017). Hospitals had to reinstall their systems from backup computers and servers, causing operational delays (Reuters, 2017).

More recently in the 2019 Indonesian general elections, infiltration claims of Chinese and Russian “ghost voters” loomed—claims that its election commission (Komisi Pemilihan Umum or KPU) said were most likely homegrown rather than foreign (Lamb, 2019). An IT infrastructure consultant for the KPU says that hacking attempts on its voter database were normal but had a zero success rate as the agency was able to remove questionable within its election list (Lamb, 2019). However, in 2020, a breach of election data saw 2.3 million voters’ private data (i.e., home addresses, national identification numbers) released in a hacker website, with threats of releasing 200 million more (Widianto & Potkin, 2020). Many experts have called for a comprehensive forensic audit of the breach, with some calling for more action from the BSSN as it has “yet to function optimally” to prevent such attacks from happening (Pinandita, 2020).
Key Takeaways

Like other ASEAN countries, Indonesia’s current cybersecurity policy environment is still developing:

1. Indonesia has the foundations of a robust cybersecurity framework. Its two-pronged legal structure covers elements for civilian protection as well as national protection. Despite its weaknesses, government regulations remain a key driver for implementing cybersecurity measures.\(^{17}\)

2. While Indonesia’s cybersecurity framework spans many laws, regulations, and government institutions, having a coordinated and cohesive response to make it effective remains a challenge. In comparison other countries with well-developed cybersecurity frameworks that employ a “whole-of-government” approach, Indonesia is still in the process of consolidating its laws, regulations, (through the Cybersecurity Bill) and organizations (through the BSSN).

3. The current cybersecurity bill was crafted through a closed policy process, which critics say makes it unresponsive to cybersecurity issues faced by different Indonesian organizations. Given that the threats and attacks target a broad range of institutions and individuals, it is critical to acquire their buy-in for the proposal as its successful implementation relies on their willingness to follow new guidelines.
Endnotes

1 “Cybersecurity framework” refers to the system of concepts, rules, and practices dictating the direction of policies and regulations, including the implementation of legal, technical, and political tools to align with the overall goals of a country or other entity (National Institute of Standards and Technology, 2018b).

2 List was taken from Commonwealth of Australia (2009, p. 24) with some updates.

3 The Five Eyes alliance involves secretive intelligence gathering and sharing operations between the security agencies of the United States, the United Kingdom, Australia, Canada, and New Zealand. See Privacy International (n.d.).

4 Exemptions from Israeli military service are granted based on various grounds, including exemptions on religious or conscientious grounds, among others. See Pex (n.d.).

5 Other international agreements are with Cyprus, Czech Republic, Ethiopia, Greece, Honduras, Kenya, Rwanda, South Sudan, Tanzania, Uganda, and Zambia.

6 In February and March 2014, Russia invaded Crimea and annexed it from Ukraine. The move was made in response to the ousting of Ukrainian President Viktor Yanukovych through popular demonstrations. The Russian government supported Yanukovych for his refusal to sign a political and free-trade association agreement that would align Ukraine closer with the European Union.

7 For the latest version of the NIST SP 800-53, see Joint Task Force (2020).

8 “Authentication” refers to the process of verifying the identity of a user, process, or device before providing access to a secured network or system (National Institute of Standards and Technology, 2006).

9 To see a comprehensive list of laws, presidential regulations, and MOCI guidelines that support or relate to cybersecurity, see Rizal and Yani (2016, pp. 68–70).

10 Other privacy breaches are covered by other laws, including Indonesia’s Criminal Code, which penalizes confidentiality breaches that may expose personal data for malicious use, and the Telecommunications Act of 1999, which requires telecommunications service providers to uphold confidentiality of information from their customers.

11 For instance, the EIT law only covers illegal activities done on electronic systems and transactions but does not adequately address the information and network infrastructure targeted and impacted by these attacks, nor does it stipulate requirements for cybersecurity experts within human resources of organizations (Anjani, 2021).

12 As Rizal and Yani (2016) point out, the implementation of cyber defense in Indonesia is still sectoral and optional, reliant on the interests and capacities of various private, nongovernmental, and public organizations. For instance, the MOCI’s Information Security Index (Indeks Keamanan Informasi or Indeks KAMI), which evaluates the strength of government agencies’ cybersecurity measures, is not compulsory for all government entities (Rahardjo, 2017).

13 The National Ciper/Crypto Agency is a specialized unit dealing with the security of ICT resources, especially with regard to signals intelligence or cryptography (Rizal & Yani, 2016, p. 72).

14 Presidential Regulation No. 53 of 2017 merged and moved the ID-SIRTII to BSSN’s National Cyber Security Operation Center (APCERT, 2019, p. 142).

15 A recent example of cyber diplomacy relates to Indonesia’s renewal of its 2018 bilateral agreement with Australia. The agreement fosters information sharing, capacity building, and cooperation between the two countries in addressing cybersecurity and cybercrime issues (Australian Government, 2021).

16 For instance, Anjani (2021) points to the proposed cybersecurity bill’s Article 17 (which requires businesses to get BSSN certifications for cybersecurity products), Article 19 (which requires human cybersecurity
resources to meet BSSN standards), and Article 21 (which requires cybersecurity personnel to acquire certifications from other accredited BSSN organizations) not being different from existing ITE law regulations or MOCI mandates, creating a duplication of requirements.

17 Rahardjo (2017) uses the example of Indonesian bank regulations that require financial institutions to periodically perform security audits of their systems and the vendors that provide services to them.
Digitalization in the Philippines is constrained by barriers, such as outdated policy and regulation, poor access to high-speed Internet connection, and lack of support infrastructure (e.g., logistics, digital payment). But like many developing countries, mobility restrictions and extended lockdowns due to COVID-19 have pushed millions of Filipinos to adapt to a digital existence. The Bangko Sentral ng Pilipinas reports that over 20% of transactions were electronic in 2020. Surveys show significant growth in online shopping and use of cashless payment among Filipinos by almost 60% in the same year. GCash, a mobile wallet company, reported an increase of users by 130% between January 2020 and June 2021, with peak logins of 15 million per day in the second quarter of 2021.

However, with more digital activities come higher cybersecurity risks. Kaspersky, a global cybersecurity firm, estimates that 37% of online users in the Philippines had experienced some form of cyberattack and an increase by almost 60% of web threats detected in the country in 2020. As more individuals and organizations go online, malicious actors have more opportunities to exploit vulnerabilities, thus increasing the risks for individuals, businesses, and government.

Part 2 is an attempt at capturing the state of cybersecurity in the Philippines by looking at cybersecurity issues and practices in key sectors. It concludes with a set of key findings and recommendations on how the country can improve its cybersecurity posture.

Chapter 4 provides a review of the major cybersecurity issues and challenges encountered in e-government, e-commerce, online banking, and remote work; in key sectors, such as health, education, energy, water, transportation, and telecommunications and Internet; in important events, such as the automated elections; and flagship programs, such as the National ID.

Finally, Chapter 5 details the report’s key findings based on industry experience and consultations with a range of stakeholders, and concludes with recommendations on how to improve the Philippines’ cybersecurity posture.
Cybersecurity encompasses the protection of both publicly and privately owned or maintained resources. Key sectors, such as energy, water, and telecommunications, which are considered critical infrastructure, necessitate the implementation of more stringent cybersecurity measures.

“Critical infrastructure” or CI refers to assets, systems, and networks, whether physical or virtual, that are considered so vital that their destruction or disruption would have a debilitating impact on national security, health and safety, or economic well-being of citizens, or any combination thereof.

This definition can differ from one country to another, given that what is considered critical or essential for one nation may not be the same for another. The classification of critical infrastructure can also change over time. However, a common feature across various jurisdictions is that these infrastructures are vital to the continuous delivery of services that are essential to everyday life in a country.

In the Philippines, critical infrastructure is defined in several government issuances and documents.

In 2001, President Gloria Macapagal Arroyo (2001–2010) issued Memorandum Order No. 37, which defined critical infrastructure by way of enumeration: “power plants, power transmissions and distribution facilities, oil and gas depots, key public work structures, vital communications installations, public and private buildings and other facilities in the center of commerce and industry.”
Possibly the earliest definition of critical infrastructure was coined by the Department of Energy in 2004:

“[Critical infrastructures] are...key infrastructures not only for economic growth and development but also as societal instruments for the conduct of everyday activities. Hence, any threat posed against these infrastructures would be threats to national security.”

Critical infrastructure was also defined in the Cybercrime Prevention Act of 2012, but the focus was on computer systems and networks:

“[T]he computer systems, and/or networks, whether physical or virtual, and/or the computer programs, computer data and/or traffic data that are so vital to this country that the incapacity or destruction of or interference with such system and assets would have a debilitating impact on security, national or economic security, national public health and safety, or any combination of those matters” (Sec. 3 (j)).

The Philippines’ National Cyber Security Plan 2022, issued in May 2017, listed as one of its primary goals “assuring the continuous operation of the nation's critical infostructure (information infrastructure),” or CII. According to the plan, “the functions and services of critical infostructure and those of the governmental bodies are vital to the country's socioeconomic activities,” such that “any interruption of these functions and services can cause direct and significant consequences to people's safety and security.” The cybersecurity plan expanded the list of CI identified in Memorandum Order No. 37, s. 2001 and adopted the list of CII from the Cybersecurity Strategy of Singapore (Department of Information and Communications Technology, 2017a).

In September 2017, the Department of Information and Communications Technology issued a department order on the protection of CII and adopted the definition of CI found in the Cybercrime Prevention Act (2012). The order identifies the sectors initially classified as CII as follows:

1. Government
2. Transportation (land, sea, air)
3. Energy
4. Water
5. Health
6. Emergency services and disaster response
7. Banking and finance
8. Telecommunications
9. Media
10. Business process outsourcing
Due to its importance, critical infrastructure has increasingly become a target of cyber threats over the last decade. Cyberattacks are now used to disrupt the operation of infrastructure, such as water systems, gas pipelines, and power grids, with dire consequences in the physical world. Malicious actors range from individual hackers wanting to cash in on the chaos, to government-sponsored groups fueling nation-state rivalries. The wider the devastation, the more complex the cyberattack.

Criteria for defining critical infrastructure

Recognizing the severity and magnitude of the devastation effected by cyberattacks to the economy, peace and order, and overall well-being of citizens, it is important for countries to identify critical infrastructure that must be secured and protected.

There are different ways to classify a sector as critical infrastructure. The EU looks at critical infrastructure from two sets of criteria: cross-cutting and sectoral. The cross-cutting criteria comprise (1) casualties, (2) economic effects, and (3) public effects. Its thresholds are based on the severity of the impact of the disruption or destruction of a particular infrastructure. The sectoral criteria take into account the characteristics of individual European CI sectors (European Union, 2008). Meanwhile, Malaysia considers the impact of CI disruption not only on the national economy, security, government, and public health and safety, but also on national image.

These nuances also apply to classifying critical information infrastructure. Singapore, for example, defines a CII as a computer or computer system located wholly or partly in Singapore. This means Singapore’s regulation on CII may cover ICTs physically located outside the city-state.

Based on the authors’ analysis, the following set of criteria is recommended for identifying critical infrastructure in the Philippines, based on the assessment of potential disruption to operations or destruction of systems and assets:

1. **Size** — the size or geographical scope of operation in key sectors
2. **Casualties** — the potential number of fatalities or injuries
3. **Economic effects** — the significance of economic loss and/or degradation of products or services, including potential environmental effects
4. **Public effects** — the impact on public confidence, physical suffering, and disruption of daily life, including the loss of essential services

Below is a list of critical infrastructure sectors identified by select countries based on their own set of criteria, as of February 28, 2022.
Table 2. Critical Infrastructure Sectors in Select Countries

<table>
<thead>
<tr>
<th>Critical infrastructure</th>
<th>United States³</th>
<th>European Union⁴</th>
<th>Australia⁵</th>
<th>Singapore⁶</th>
<th>Malaysia⁷</th>
<th>Philippines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government⁸</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Energy⁹</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Water¹⁰</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Banking and Finance</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Communications¹¹</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Health¹²</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Transportation¹³</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Emergency services</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Food¹⁴</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Security¹⁵</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Media</td>
<td></td>
<td></td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Business process outsourcing</td>
<td></td>
<td></td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Chemical sector¹⁶</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Commercial facilities</td>
<td>●</td>
<td></td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Critical manufacturing</td>
<td>●</td>
<td></td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Dams¹⁷</td>
<td>●</td>
<td></td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Data storage or processing</td>
<td></td>
<td></td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Higher education and research</td>
<td></td>
<td></td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Nuclear reactors, materials, and waste</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Space and research</td>
<td></td>
<td></td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
</tbody>
</table>
The seven sectors commonly identified as critical infrastructure by the United States, the European Union, Australia, Singapore, Malaysia, and the Philippines are as follows: government services, energy, water, banking and finance, communications, health, and transportation. Since what is considered vital to a country’s functioning may change over time, the list of critical infrastructure is not, and *should not be*, static.

CI institutions are responsible for the protection of critical infrastructure against threats and attacks. CI institutions are entities, whether public or private, that own, operate, control, and/or maintain critical infrastructure. Considering the size, casualties, economic effects, and public effects criteria, CI institutions in the Philippines may refer to those whose operation is nationwide in scope and/or covers metropolitan centers,\(^{18}\) including Metro Manila, Metro Cebu, Metro Davao, Metro Cagayan de Oro (by 2025), and other metropolitan centers to be identified in the future.

The first step to keeping critical infrastructure safe and secure is to require CI institutions to comply with minimum information security standards. The government agency and/or regulator must be responsible for issuing the policy, enforcing, and monitoring compliance to such standards within their sector of jurisdiction. Hence, CI institutions must strive to develop a deep understanding of the cybersecurity challenges faced by their respective sectors, access the necessary resources, and build their capacity (technology, people, and process) to prevent and respond to cyber incidents.

Below are some examples of CI institutions in the Philippines, including the government agency and/or regulator responsible for promoting and enforcing cybersecurity standards in select sectors. Given the evolving global and local environments, as well as the changing realities of industries, a continuous discussion about the criteria for determining critical infrastructure in each sector is strongly encouraged.

### Table 3. Examples of CI Institutions in Select Sectors in the Philippines

<table>
<thead>
<tr>
<th>Sector</th>
<th>Government Agency and Regulator</th>
<th>Owner/Operator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>Department of Energy&lt;br&gt;National Transmission Corporation&lt;br&gt;Energy Regulatory Commission</td>
<td>National Grid Corporation of the Philippines, Manila Electric Company, and power distribution companies that operate in metropolitan centers</td>
</tr>
<tr>
<td>Water</td>
<td>Metropolitan Waterworks and Sewerage System&lt;br&gt;National Water Resources Board</td>
<td>Manila Water Company, Maynilad Water Services, and water supply companies that operate in metropolitan centers</td>
</tr>
<tr>
<td>Banking and Finance</td>
<td>Department of Finance&lt;br&gt;Bangko Sentral ng Pilipinas</td>
<td>BDO Unibank, Metropolitan Bank &amp; Trust Co., Bank of the Philippine Islands, and other banks with nationwide coverage or operations in metropolitan centers</td>
</tr>
</tbody>
</table>
In the absence of a law on cybersecurity, the impact of the Data Privacy Act of 2012 (DPA), or Republic Act 10173, in compelling many enterprises to adopt cybersecurity measures cannot be minimized. At present, compliance with the data security provisions of the DPA already compels any enterprise, whether public or private, that controls the processing of personally identifying information, to adopt "reasonable and appropriate organization, physical, and technical measures intended for the protection of personal information against any accidental or unlawful destruction, alteration and disclosure, as well as against any other unlawful processing" (DPA, 2012, Sec. 20). The National Privacy Commission (NPC) is likewise empowered to prescribe safeguards that these personal information controllers should implement to protect their computer networks against accidental, unlawful, or unauthorized usage or interference, as well as security policies with respect to the processing of personal information. The compliance requirements of the DPA, therefore, entail the adoption of cybersecurity measures by enterprises that process personal information. Considering the broad definition of "processing" under the DPA as to encompass any meaningful engagement with personal information, the scope of enterprises that are compelled to adopt comprehensive data security policies to comply with the DPA is necessarily wide.

Nonetheless, even without any compulsion from the state, it remains best practice for private enterprises to consider and adopt cybersecurity measures upon their own initiative. After all, the risks to enterprises that cybersecurity failures pose extend to compromising consumer confidence and financial losses, not just the threat of state sanction arising from the failure.

The next section is a review of the state of cybersecurity in key sectors, existing policy frameworks that impact cybersecurity, and recommendations on ways to mitigate risks and develop cyber resilience.
President Rodrigo Duterte has declared that he wanted every government transaction to be done online (Lamiel, 2017). This echoes the mission of the National Government Portal, GOV.PH, to serve as “a single window uniting all web-based government content to maximize efficiency and provide rapid, high-quality services to citizens” (GOV.PH, n.d.).

The president’s statement has gained new relevance during the pandemic, with lockdown restrictions severely limiting people’s mobility, even as the need for government services remains. Many government agencies were impelled to move some of their processes and services online to minimize or eliminate face-to-face engagements in light of health and safety considerations. The shift was facilitated by an issuance by the Civil Service Commission, which guided government agencies on work-from-home arrangements, skeletal workforce, and condensed or staggered work times with the aim of providing additional opportunities to decongest the workplace for social distancing.21

The Department of Trade and Industry (DTI) used its website to promote COVID-19-related resources, DTI issuances, news, advisories, and information kits. With the president prohibiting face-to-face classes, the Department of Education (DepEd) moved enrolment to email, social media, or designated kiosks in government offices. DepEd’s self-learning modules now include both blended and online learning.

Congress also moved its proceedings online. The Senate allowed plenary sessions and committee hearings through teleconferencing (Senate of the Philippines, 2020). Voting was done via Webex’s polling feature to accommodate senators who were not physically present at the session hall. Similarly, the House of Representatives conducted hybrid plenary sessions and hearings, where voting by electronic means was allowed.

The Supreme Court likewise took the unprecedented step of allowing the online submission of filings, application for bail, and issuance of orders by electronic means or email. It designated first- and second-level courts nationwide that may conduct hearings through video conferencing and allowed the raffling of cases through video conferencing.22

Cybercriminals have likewise made the shift, imposing themselves in schemes that involve the delivery of government services.

During the pandemic, scammers operated through SMS and Facebook by swindling money from government cash aid beneficiaries. Fake Facebook groups and representatives, claiming to be from the Department of Social Welfare and Development, have tricked beneficiaries
into giving their personal identification numbers (PIN), one-time PIN, or card verification code (Macapagal, 2020).

Still, the shift of public services to an online environment is helping validate the thesis that e-government\textsuperscript{23} is viable in the Philippines. Several laws and policies enacted prior to the COVID-19 pandemic have started to prepare the Philippines for this eventuality, but it remains to be seen whether the transition would further accelerate even as the pandemic recedes.

\textit{Policy Frameworks Enabling Electronic Government or E-Government}

\textit{National ICT Frameworks in Government}


\textit{Electronic Commerce Act}

The Philippine government has long laid the legal framework for moving public sector processes online. Republic Act (RA) No. 8782 or the Electronic Commerce Act (e-Commerce Act) of 2000 aims to promote government-to-citizen (G2C), government-to-business (G2B), and government-to-government (G2G) transactions by electronic means. The law provides for the legal recognition of electronic data messages, documents, and signatures (e-Commerce Act, 2000, Sec. 6–8). This means all commercial and noncommercial documents generated, signed, transmitted, and received electronically have the same legal effect and validity as traditional paper-based documents and can be accomplished remotely.

The e-Commerce Act mandates all government agencies and instrumentalities, government-owned and controlled corporations, state universities and colleges, and local government units (LGUs) to enable electronic transactions that may be initiated and paid for (where appropriate) digitally, and through which the agency may issue permits, licenses, or certificates of registration or approval. It also mandates the installation of an electronic online network, called RPWEB, which shall be the government information infrastructure to enable G2C, G2B, and G2G electronic transactions. RPWEB’s roots can be traced to a Ramos administration (1992–1998) order to provide a virtual interconnection of all government offices and schools (Administrative Order 332, s. 1997).

The DTI, the Department of Budget and Management, and the Bangko Sentral ng Pilipinas (BSP) are the key implementing agencies of the e-Commerce Act of 2000 (Sec. 34). The Department of Transportation and Communication (since separated into the Department of Information and Communications Technology and the Department of Transportation [DOTr]),
National Telecommunications Commission (NTC), and the former National Computer Center\textsuperscript{24} are tasked to promote and implement a policy and regulatory environment to facilitate the development of the government information infrastructure.

The Supreme Court has also promulgated the Rules on Electronic Evidence and subsequently rendered decisions on the admissibility of electronic data messages and electronic documents as evidence.\textsuperscript{25} Today, not only is digital evidence admissible, but digital versions of traditionally physical documents, such as contracts and agreements, can also be used in court. This is significant for e-government processes because when disputes arise in government transactions, electronic documents, such as digitally signed contracts, may be presented in court as evidence.

\begin{center}
\textit{Government Web Presence}
\end{center}

Soon after the enactment of the e-Commerce Act, government agencies started building their respective websites to provide information to the public. RPWEB started the efforts to establish e-government. The latest iteration is the Integrated Government Philippines (iGOV.ph) program. Launched in 2012, iGOV.ph seeks to achieve a higher level of e-governance or the application of ICT to rationalize government operations and improve the delivery of goods and services to the people (iGov Philippines, n.d.). The iGOV.ph program sets certain minimum standards, which aim to harmonize and ensure the interoperability of different government agency websites.

Government agencies have gradually offered dynamic websites that enable citizens to transact with government agencies electronically. Below are some examples:

\begin{itemize}
\item The DTI’s Business Name Registration System allows a citizen to apply for business name registration, pay electronically, and receive the certificate of registration via email (DTI, n.d.).
\item The Commission on Audit’s (COA) Citizens’ Desk Report System allows for the filing of queries, complaints, requests, and reports on allegations of fraud, waste, or mismanagement of funds (COA, n.d.).
\item The Bureau of Customs’ Customer Care Portal allows citizens to track parcels and balikbayan boxes or track shipping documents (Bureau of Customs, 2021).
\end{itemize}

\begin{center}
\textit{The Philippine National Public Key Infrastructure and Digital Signatures}
\end{center}

A digital signature is a type of electronic signature that allows independent verification of the identity of a signer to an electronic document. A public key infrastructure (PKI) authenticates users and devices, allowing “one or more trusted parties [to] digitally sign documents certifying that a particular cryptographic key belongs to a particular user or device. The key can then be used as an identity for the user in digital networks” (SSH.com, 2021).
In 2009, President Gloria Macapagal-Arroyo issued Executive Order No. 810, which institutionalized the certification scheme for digital signatures and directed the application of digital signatures in e-government services. In response, the Department of Information and Communications Technology (DICT) developed and built the Philippine National PKI (PNPKI).

At the core of the PKI are the digital certificates, issued to natural persons, software applications, or devices, which are digitally signed by a trusted party called a certificate authority—in this case, the DICT. These certificates allow the PKI to attest to the identity of documents or data transmitted online. The DICT offers the PNPKI as a service available to all government agencies, personnel, and private citizens. Electronic devices and software applications may also be enrolled in the PNPKI.26

Ease of Doing Business

RA 11032 or the Ease of Doing Business and Efficient Government Service Delivery Act of 2018 (EODB Law) amended RA 9485, or the Anti-Red Tape Act of 2007. The EODB Law aims to increase efficiency in the delivery of government services by prescribing the number of days within which business-related transactions may be processed, depending on the complexity of the transactions and considering other factors, such as public health and safety, public morals, public policy, and highly technical applications.

Promoting a zero-contact policy, the EODB Law also seeks to eliminate red tape, avert graft and corrupt practices, and promote transparency through the establishment of a central business portal, which will receive business-related transactions, including applications for business licenses and permits issued by LGUs.27 It also mandates the establishment of the Philippine Business Databank, which shall serve as a repository of all information about registered businesses nationwide to which all LGUs and national government agencies shall be connected. Both the central business portal and the Philippine Business Databank shall be developed, maintained, and operated by the DICT.

Status of Use of Electronic Documents and Electronic Signatures in Government Transactions

In the 20 years since the promulgation of the e-Commerce Act, paper-based and hand-signed documents remain the definitive versions of contracts, transactions, and reports in both the government and private sectors, even if these were initially prepared using electronic means. The difficulty in securing digital signatures and the dearth in government-accredited private certificate authorities account for some of the challenges to utilizing electronic documents as definitive when establishing contracts and transactions.

The COA issued Circular No. 2015-007 on October 22, 2015, prescribing the Government Accounting Manual for Use of All National Government Agencies, which provides for,
among others, the use of electronic documents as evidence of collections, deposits, and disbursements (COA, 2015). The COA, however, has yet to issue rules on the acceptability of electronically signed electronic contracts between government agencies and private sector suppliers, a stumbling block to fully transitioning to e-government, as of writing.

National Cybersecurity Plan 2022

The National Cybersecurity Plan (NCSP) 2022, released by the DICT in 2017, aims to ensure the continuous operation of the Philippines’ critical information infrastructure (including public and military networks); implement cyber resiliency measures to enhance the country’s ability to respond to threats before, during, and after attacks; provide effective coordination with law enforcement agencies; and develop a cybersecurity educated society (DICT, 2017a).

As part of the Plan, the DICT’s Cybersecurity Bureau is promoting the creation of computer emergency response teams (CERTs) in government agencies and business organizations and organizing the CERTs into government and industry sectors. This is complemented by cybersecurity awareness activities, including partnerships with the academe, such as the introduction of cybersecurity courses in private universities.

Cybersecurity Risks for Remote Government Work

As with other forms of remote work, the shift of government processes and services online carries certain risks and threats. The following are the most common risks to remote work, particularly for the public sector:

- **Bring Your Own Device (BYOD).** Government employees using personal devices to remotely connect to office systems are potential points of vulnerability. Because of the sudden shift to work-from-home arrangements brought about by the pandemic, IT departments may not have had the luxury of time to vet personal devices to ensure that security solutions are installed and properly configured for secure remote access to the organization’s office system.

- **Connectivity.** In today’s environment, users normally connect to office systems using virtual private networks (VPNs) to secure their traffic via the Internet. Users, however, may be unaware of or unfamiliar with the use of VPNs, and government information technology (IT) departments may not have implemented two-factor or multifactor authentication solutions to grant secure access to office systems.

- **Teleconferencing.** There has been a surge in the use of teleconferencing applications for virtual meetings and webinars among government institutions. Malicious actors have been known to infiltrate video conferencing applications, in particular Zoom, with applications such as zWarDial, an automated tool that looks for unprotected Zoom meetings (Peters, 2020). Once in a teleconference, an attacker can then engage in credential harvesting, phishing attacks, identity theft, frauds and scams, and other similar malicious behavior.
The transition to e-government is a constant challenge of adopting current technology and anticipating future ones. As we move toward more digital transformation in government, information security becomes more critical, and being able to protect information will be of primary importance. The following recommendations will help achieve information security in the adoption of e-government:

1. Government agencies must adopt and implement the minimum standards for interoperability and information security among government agency systems. Minimum interoperability provides the basis for creating an interoperable e-government ecosystem. With the promotion and use of application programming interfaces (APIs) and standards, growth can be achieved by capability sharing among the various government IT systems. Eventually, this allows the country to build an API economy. On the other hand, minimum information security standards provide the baseline for securing this information infrastructure.

2. Promote the use of electronic documents and electronic signatures for electronic transactions with the government. The digitalization of government processes has been a long, slow journey, but the pandemic pushed government agencies to digitize their frontline services. However, digital transformation of backend processes will require a lot more effort and political will to accomplish. If there were more systems and services already digitized, could the government have responded to the lockdowns more quickly and easily? This covers not only the transactions themselves but also the aspects of the documents and digital identity.

3. Consistent with Item 2, the COA should promulgate rules on the accounting and auditing of electronic transactions, specifically on the use and acceptability of electronically or digitally signed electronic contracts. Digital signing of electronic documents provides another layer of security, as it allows for independent verification of the signer’s identity.

4. The DICT must secure international recognition of the PNPKI and ensure that government agency websites are secure with the proper Secure Sockets Layer (SSL) certificates.

   a. DICT’s PNPKI offers opportunities for government agencies, business organizations, and individuals to better secure their networks, applications and systems, devices, and the digital identities of employees and individuals.

   b. Government and private sector entities may have their devices, applications, and systems enrolled in the DICT’s PNPKI and have employees secure their individual digital certificates to secure documents and communications.

   c. Individual citizens must also be encouraged to secure their own digital certificates to enable them to digitally sign electronic documents and email communications.
5. For those managing security systems and electronic devices in the public sector, ensure that the software used is the latest version and that the latest patches are applied, and that all users share the responsibility of maintaining cybersecurity by

   a. promoting cybersecurity hygiene among users;
   b. conducting regular cybersecurity awareness among end users;
   c. performing regular security assessments; and
   d. building and practicing proper information security response and restoration practices.

Electronic Commerce

E-commerce has been defined by the World Trade Organization as the production, distribution, marketing, sale, or delivery of goods and services via electronic means, including Internet retail, digital media, online travel, ride-hailing, and digital financial services (DTI, 2021). The Philippine government has identified e-commerce as a driver of future growth (National Economic Development Authority [NEDA], 2020). The country’s economy is consumption driven, and it seems that it will continue to be so postpandemic. A Google official noted in an interview that despite the economic contraction, e-commerce has grown 55% in 2020 (ABS-CBN News, 2020b). Indeed, Google’s *e-Conomy SEA 2020* report notes that the country’s e-commerce gross merchandise value grew to USD 7.5 billion in 2020 and is expected to reach USD 2 billion in 2025 (Google et al., 2020).

The mobility restrictions imposed in 2020 led to an increase in consumers going digital. Small and large businesses moved their stores online to continue reaching their customers. There was also a huge increase in mobile wallet registrations, as well as online and mobile banking transactions, as Filipinos transitioned to buying their needs online.

An increase in digital adoption also means an increase in cybersecurity risks. With the rapidly transforming digital economy, securing cyberspace must be a priority. In his 2020 State of the Nation Address, President Duterte stated that the government will prioritize safe online commerce in the new normal and committed to protect both the “physical and digital lives” of Filipinos (Duterte, 2020).

There are millions of Filipinos online, usually through smartphones, who avidly use social media; this wide base of social media users also makes it easy for online businesses to cross-post and use the platform to advertise their products that are in popular e-commerce marketplaces in the country, like Shopee and Lazada.
According to a 2021 report, 89% of the country’s 74 million Internet users have searched online for a product or service to buy, and about 80% have made an actual purchase (Kemp, 2021). According to the same report, the top three consumer categories that saw growth in e-commerce spending in 2020 were food and personal care, furniture and appliances, and toys and hobbies.

The means of payment is also important to e-commerce. This interdependence between online shopping and the method of payment may have contributed to the accelerated adoption of mobile wallets and mobile and online banking, especially during the lockdown.

The Philippines has laws in place to protect individuals online, such as the e-Commerce Act, the Data Privacy Act, and the Cybercrime Prevention Act. More recently in 2020, the House of Representatives passed the proposed Internet Transactions Act on third reading, which aims to strengthen protection for consumers who purchase goods and services from online businesses (Cervantes, 2020b).

**Cyber Threats**

Cyber criminals are targeting both retailers and consumers. The International Criminal Police Organization (Interpol), in its 2021 Association of Southeast Asian Nations (ASEAN) cyber threat assessment report, identifies the top regional cyber threats: business email compromise (BEC), phishing, ransomware, e-commerce data interception, cyber scams, cryptojacking, and crimeware-as-a-service.

Ransomware, phishing, cyber scams, and BEC are persistent problems, but the scale of attacks has increased especially during the lockdown. Web skimming, a form of e-commerce data interception where bad actors steal personal and financial information from infected websites, has also increased. Security researchers have seen a variation of how this Magecart script is inserted to avoid detection. The Dutch security firm Sanguine Security has reported that close to two-thirds of its investigation found invisible web skimmers in databases, PHP code, or a Linux system (Cimpanu, 2020d). On the other side of the globe, distributed-denial-of-service (DDoS) attacks targeting e-commerce have quadrupled in Europe, with these attacks often accompanied by ransom notes (Raywood, 2020).

E-commerce sites are prime targets for cybercriminals, particularly for customers’ information and credit card data. With more businesses online and more customers shopping online, the interest is in harvesting customers’ personal identifiable information and payment card details that retailer sites collect and store. The information is used to hijack personal accounts or to ransom or sell them on the dark web. Some of these attacks include brute force attacks, like what happened with Alibaba in 2016, denial-of-service (DoS) and DDoS attacks, financial
fraud using stolen credit card information, and e-skimming where malware is injected in checkout pages to steal personal and payment information of clients (Seals, 2016). The U.S. Federal Bureau of Investigation noted that large online retailers that process orders online are at higher risk of e-skimming attacks (Schlesinger & Solomon, 2020).

Online customers, on the other hand, are vulnerable to phishing, spoofing, and online scams. For online scams alone, the DTI reported a fivefold increase from 2019 based on reports received by the agency from January to October 2020 (Porcalla, 2020). Similarly, the security firm Kaspersky reported a 158% increase in phishing attacks in the first quarter of 2020, targeting small Filipino businesses and exploiting the remote work setup (Esmael, 2020).

Email and email attachments remain the top vehicles for phishing and malware attacks (Gatefy, 2021). Many phishing attacks have exploited the COVID-19 pandemic, pretending to be government health ministries or health organizations. Also, with what seems to be endless sale events and holiday shopping, consumers always looking for the best deals could become victims of spoofed domains. Web email services like Google and Yahoo! are common targets as most user transactions are linked to their web email accounts.

Phishing sites are also continuously evolving. More phishing sites are using SSL certificates, creating a false sense of security.\(^2\) Mobile phishing increased by 37% worldwide in 2020 (Security Magazine, 2020a) and increasingly targeted employees of pharmaceutical companies (Security Magazine, 2020b).

**Cybersecurity as a Collective Responsibility**

When it comes to cybersecurity, a strong defense is the best offense. As e-commerce operators that engage with Philippine customers necessarily process personal data, they are covered by the data protection and data security obligations imposed by the Data Privacy Act of 2012. This includes the implementation of reasonable and appropriate organizational, physical, and technical measures intended for the protection of personal information against unlawful destruction, alteration, and disclosure.

As a best practice, e-commerce websites should have SSL certificates, and sites handling payment card information should be Payment Card Industry Data Security Standard (PCI-DSS) compliant. A website with an SSL certificate identified by a padlock logo gives an additional layer of security and creates a level of trust among shoppers. Information theft usually happens on unsecured vendor websites. In a 2020 report, Verizon noted that PCI-DSS compliance continues to decline, with only 27.9% of organizations worldwide being fully compliant, putting cardholders’ data at risk (Verizon, 2020b).

Security experts generally advise implementing firewalls, utilizing strong passwords, and using multifactor authentication as security best practices. Employees of retail establishments must also be keenly aware of cybersecurity practices, especially as they use email and social media. Human error is often the cause of security breaches. Online retailers are advised to be especially vigilant during holiday shopping or sale events as cybercriminals usually use the high volume of traffic to mask malicious network activity (FireEye Inc., 2014). Companies
implementing new payment systems are also common victims of threat actors seeking out security issues and vulnerabilities in the new system.

Customers should also adopt best practices and habits for themselves, such as shopping only on trusted sites, using only recognized and trusted payment services that offer fraud protection, avoiding virtual wallet transfers or direct money remittance payments that may not follow Know Your Customer rules, and never conducting online transactions using public Wi-Fi networks that are easy to intercept. Customers should be doubtful of offers that are too good to be true before clicking. The use of strong personal passwords is especially recommended. To increase protection from e-skimming, there are also banks that offer virtual credit cards and disposable credit card numbers designed for one-time payments.

Government-administered cybersecurity policies will also be critical to ensuring a safe e-commerce environment in the Philippines. Even without adopting or imposing technological solutions, government-run consumer awareness campaigns may already prove vital, especially if there are first-time users only starting to transition to digital transactions. Small businesses would especially benefit from government-provided cybersecurity guides that are easy to comprehend and implement. The government, through agencies such as the DICT and the NPC, is likewise well positioned to provide periodic public information sharing on cyber threats and communicate the urgency of developing a clear crisis management plan in the event of a cybersecurity breach.

Electronic Banking and Financial Services

The Philippines is in the midst of fundamental changes ushered by the Internet on how commerce and business are conducted. By the end of 2020, the number of digital consumers in Southeast Asia will reach 310 million, or around 70% of the region’s population (Facebook & Bain & Company, 2020). The COVID-19 lockdown has proven to be the ultimate stress test on a global scale in terms of business continuity and contingency planning. Going forward, businesses and governments will have to be able to offer their products and services with minimal to no physical and personal interaction.

This transition may widen the digital divide and exacerbate existing economic exclusion. In 2019, only 34.6% of adult Filipinos had formal bank accounts and less than 5% of the total population used digital payments regularly. Despite this limitation, citizens were increasingly engaged in online transactions. A year before COVID-19 happened, a survey already showed increased online activity between January 2019 and January 2020, with 6% more adult Filipino respondents purchasing a product or service online and 9% more individuals purchasing online through a mobile device a year after (Kemp, 2021). From mid-March to August 2020, the DTI recorded an over 4,000% increase in business-name registrations for retail sale via the Internet, totaling 75,029 businesses registered as of September that year (Ramos, 2020c).

The country has seen the emergence of do-it-yourself e-commerce using simple tools like Google Forms and call backs, with payments facilitated by electronic money. It also helped that many banks and financial technology (fintech) companies waived their transaction fees
during the pandemic. In contrast, brick-and-mortar banking was difficult, if not completely forbidden, during the lockdowns. To cope with a pandemic and other kinds of emergencies in the future, Internet banking will have to transition from being an alternative to becoming the primary banking channel.

These strides became evident during the first 45 days of the enhanced community quarantine, when BSP reported a 25% increase in online bank transactions, equivalent to 2.13 million more digital bank transfers, cumulatively worth PHP 64.62 billion (Lopez, 2020). The BSP and the banking associations have been working to enhance “frictionless” payments and settlements, which use digital platforms. InstaPay and PESONet, which are part of the National Retail Payment System, have been demonstrated as the first steps in this journey. The BSP is also pushing for the use of a standardized quick response (QR) code format to help simplify the confusion brought about by multiple codes that need to be managed by retailers (Manuel, 2021).

However, enhanced electronic banking offers limited solutions when many Filipinos are still unbanked. The growing use of electronic money may be what will drive financial inclusion in the country. In May 2020, for example, the number of GCash transactions was eight times higher than during the same period a year ago, according to a report by Nikkei Asia (Endo, 2020). Meanwhile, PayMaya offered fast-food chains end-to-end digital payments solutions for enterprise. The government is also leading digital adoption efforts with both national and local governments tapping into mobile wallets to distribute cash aid to beneficiaries.

Without digital payments and settlements, e-commerce and e-government would be ad hoc and incoherent. The need for and urgency to establish a seamless payments and settlements regime must be viewed through the lens of public interest. And in an increasingly digital world, customer protection must now include digital rights, information security, and data privacy.

**Creating a Secure and Seamless Digital Payments Ecosystem**

What should a seamless settlements and payments environment look like? The following key features are essential:

- **Pervasive.** Business and government occur throughout the Philippine archipelago, not just in urbanized areas. Unless digital payments are made easy to use and widely available and accepted, cash will remain the preferred form of payment.

- **Inclusive and nondiscriminatory.** The survival of micro, small, and medium-sized enterprises (MSMEs) will be determined by their ability to send or receive digital payments. This also means that it should be affordable enough for small businesses to adopt. Clearinghouses and payment networks must make the services equally available to all parties under fair, reasonable, and nondiscriminatory (FRAND) terms to avoid creating protectionist bubbles.
• **Interoperable.** Users should not have to maintain multiple digital accounts or wallets nor deal with multiple protocols, codes, and formats. Interoperability allows merchants to subscribe to one payment network that can be linked to others.

• **Reliable.** The platforms must be available, consistent, and secure. Users quickly stop using a new technology offering if they are unsuccessful in executing their transactions after a few tries.

• **Safe and secure.** As an equally important feature of any digital payments solutions, the platforms used by customers, financial institutions, MSMEs, and the government in making contactless transactions must be equipped with a system capacity that is free from any digital threats that may compromise the transactions or put the user accounts at risk for fraudulent and hacking activities (Better than Cash Alliance, n.d.; Goosen, 2017).

These features may not be achieved immediately, but it is crucial that policy and regulations allow innovation to take its course. The BSP has cited the use of a regulatory sandbox approach to digital financial services to support growth of digital players and address potential risks. The BSP “openly engages with fintech players and innovators through a flexible ‘test and learn’ environment, or the ‘regulatory sandbox’ that enables [the BSP] to fully understand emerging business models while assessing attendant risks.”

Such a seamless digital environment instantly becomes a more tempting target for fraudsters due to the multiple end nodes and data bridges that a payment or settlement authorization has to traverse. This interconnected web creates a larger attack surface.

Unfortunately, any decision to relax interoperability and seamless processing of settlement will result in a fragmented and inefficient environment, which requires the billers and payers to transact using the same exact payment service provider (BSP, 2020a). This means more layers of processes, more cost, and less access to digital payments for some segments of society who will be using manual payments.

Fragmentation will also mean a multitrack economy where entities that can be accommodated by the fragmented settlements environment will be more efficient and experience less business disruption, which will introduce a competition bias. This may also reduce the attractiveness of e-money if the average citizen is forced to divide their limited, hard-earned cash into multiple wallets.

A digital business-to-business transaction is a process consisting of at least two digital steps: (1) creation of an enforceable digital contract that accommodates digital payments; and (2) recognition by the bank of the digital transaction. For the time being, the only seamless transaction done by banks is the payment of monthly utility bills, which is merely a citizen-to-business transaction.

To address this, the BSP is pushing for the establishment of an integrated bills payment facility (Agcaoili, 2020). There are very few instances that can compare with this pivotal
shift in approaching settlements and payments in terms of its potential to reset the entire economic and business landscape.

**Security Threats and Challenges**

Common security threats to e-commerce and online banking include information leakage and identity theft, transaction fraud (such as the Nigerian prince email scams, outright theft of funds and investments, and fake transactions), malware attacks, and various phishing schemes.

Banks are clearly not immune to attacks. One recent case in the Philippines is the PHP 167-million United Coconut Planters Bank (UCPB) cyber heist. Cybercriminals managed to steal huge sums of money through a malware that was inserted into the system when UCPB was implementing a security upgrade to its 2-decade-old IT system (Lucas, 2020).

Phishing and spoofing have also risen during the pandemic, as fraudsters take advantage of government aid programs and other forms of assistance (O’Flaherty, 2020). Email spoofing is when a fraudster forges the sender address and mimics a legitimate website. Unsuspecting account holders’ sensitive information is stolen once they log in to the mimicked sites.

In 2020, BSP issued Memorandum No. 2020-066 advising banks of growing SMS-based phishing or smishing attacks and to ramp up their security protocols (BSP, 2020d). With smishing, fake text messages are sent as advisories from banks or digital payment services, asking clients for their login details through text message or by clicking a malicious link.

**Securing Online Transactions**

Financial institutions have heavily invested in keeping their security systems tight and up to date. Technologies like machine learning and artificial intelligence are used to improve detection of fraudulent activities. Banks use area denial campaigns that limit the risk of fraud, such as by disabling certain features on an Internet banking website but still allowing it on the application version of the service. While this effectively reduces the fraud space to the custom application, approaches like this are temporary and may sacrifice user experience for security. It also goes against the objective of making fintech services available in all devices and modalities at all times.

Banks and e-commerce sites also use security features such as multifactor authentications and two-step verification, which require customers to use at least one more method to verify their identity.

On the consumer end, awareness and education are essential. Banks and digital payment providers will never ask for login details through calls, text message, or email. Consumers should be suspicious of messages requiring urgent action. They should also investigate
e-commerce sites, check the reviews, understand the product description, and always remember to log out. Anyone working online should practice good cyber hygiene habits, like ensuring that laptop and mobile phone operating systems and applications are updated regularly and avoiding the use of shared networks and devices when doing online transactions.

Several laws have been passed by Congress to protect peoples’ digital lives as they access electronic financial services, including the Data Privacy Act, Cybercrime Prevention Act, and Access Devices Regulation Act. Under the e-Commerce Act, existing laws such as the Consumer Act also apply to e-commerce transactions.

For its part, the BSP employs a flexible “test-and-learn approach” to the banking industry’s digital transformation. This approach is seen to encourage innovation, mitigate risks, and ensure risk-based regulation.

The BSP’s policies are critical to the success of e-commerce in the Philippines. The BSP has declared financial inclusion as part of its policy (Tetangco, 2015). Under the shadow of the pandemic, it is critical that all sectors of society have access to digital payments. The BSP also has authority over the telcos who applied for licenses as electronic money issuers. It should follow that BSP enforce its policy and require the likes of GCash and PayMaya to be seamlessly interoperable.

In this case, there is an overlap of authority between the NTC, which regulates the telcos, and the BSP, which regulates financial services, including digital wallets. The NTC and the BSP should agree in equating interoperability of digital wallets to serving the public interest.

It is expected that online transactions will continue to be the norm even after the pandemic. Therefore, aside from an enabling legal environment, reliable Internet infrastructure must be in place. Despite the promise offered by enhanced electronic payments and digital trade portals, the very lack of reliable Internet connectivity and access by many Filipinos may be a bottleneck to the development of e-commerce and Internet banking in the country.

Digital technology has allowed for enhanced provision of health services. It has enabled innovations such as teletriage and telemedicine,36 allowed for more effective monitoring of cases in rural and remote areas, and facilitated greater coordination and access to information by healthcare professionals. This dependence on digital technology, however, has exposed several issues—from data privacy concerns over telemedicine and contact-tracing apps, to cyberattacks on critical institutions (e.g., hospitals and government agencies), to phishing or impersonation of trusted organizations.

Cybersecurity risks pose multiple threats to the healthcare infrastructure of the Philippines.
Cyberattacks directed at healthcare providers, or public–private medical insurance providers, could impair the direct and timely delivery of healthcare to patients. Highly sensitive medical information of individuals could likewise be compromised on account of cyberattacks. The degree of damage that cyberattacks could have on the Philippine healthcare system and its providers heightens the need for consciousness and action to mitigate these risks through effective cybersecurity.

**Cyberattacks on Health Institutions**

With the uncertainty brought about by the coronavirus pandemic, people are constantly looking for reliable sources of information about COVID-19. This has made critical institutions prone to cyberattacks. Trusted organizations, such as the World Health Organization (WHO) or the United Kingdom’s National Health Service, have become targets of phishing and other cybercrimes. Even crimes such as industrial espionage are increasingly becoming digital in nature (Corera, 2020).

At the start of the pandemic in April 2020, 450 active WHO email addresses and passwords were leaked online. According to the WHO (2020), the leaked credentials belonged to individuals working on COVID-19 response. In May that same year, over 100 users of the National Health Service’s email system received phishing emails, which turned to be part of a global phishing campaign targeting many organizations (Scroxton, 2020). Health institutions have been used by scammers for fake donation schemes. Online scammers have also impersonated the WHO in emails soliciting donations to fake COVID-19 response funds (Stupp, 2020).

In April 2020, the International Criminal Police Organization (Interpol, 2020a) issued a warning to critical healthcare institutions as it detected a rise in ransomware attacks. It also alerted police from all its member countries to provide information on the modes of operation and hiding places of cybercriminals amid increasing cyber threats.

The usual scheme of cybercriminals is to steal confidential information from companies and organizations and threaten to publish them, unless the organizations pay ransom fees (Stupp, 2020). In the United Kingdom and the United States, reports of foreign government-backed hackers targeting pharmaceutical companies and research institutions have proliferated. According to the U.K. National Cybersecurity Center and the U.S. Cybersecurity and Infrastructure Security Agency, hackers have attempted to obtain intelligence on national and international healthcare policy and data on COVID research (Stubbs & Bing, 2020).

Two conditions have made it easier for cybercriminals to operate: First, hospitals and healthcare institutions are now more exposed online, thus making them easier to attack. Second, institutions that are in critical condition (i.e., hospitals with a high number of patients with COVID) have minimal time to negotiate with hackers.
From these attacks, it can be inferred that hackers and scammers exploit these health institutions because of their credibility to the public. It is easier to trick people into donating or providing personal information to institutions that they trust. Apart from healthcare institutions being victims themselves, bad actors have used the credibility of these organizations as a front for phishing attacks with the aim to steal information, inject malware as a vector for further attacks, or just execute plain vandalism. During the pandemic, people are likely to click on a link from an email from credible sources, like healthcare institutions. There are even cases where the information is actually accurate and replayed from credible sources to bait unwitting victims.

**Defense Against Cyberattacks on Health Institutions**

Cybersecurity experts advise that hospitals and healthcare systems put a premium on protecting patient data. Organizations need to implement regulations and standards, such as putting up firewalls and boundary security, securing configurations, installing malware protection, and ensuring authentication mechanisms when patients provide information (Ghebreyesus, 2020). Hospital staff should also avoid posting too much information about their professional roles on social media to avoid being targets of cybercriminals (Jercich, 2020).

In Europe, the European Union Agency for Cybersecurity (ENISA) issued procurement guidelines for cybersecurity in hospitals, including good practices for the procurement of healthcare assets, products, service, industry standards, and cybersecurity challenges. ENISA identified the vulnerable nature of medical devices such as CT scanners or MRI machines designed to support remote patching and firmware updating, which could create security loopholes (ENISA, 2020).

**Privacy Concerns and Telemedicine**

The need to observe physical distancing has limited access even to medical services. Due to the highly contagious nature of COVID, it has become difficult, and even discouraged, to go to hospitals for consultations and other non-COVID health concerns. Telemedicine plays a crucial role in delivering remote diagnostic and medical care as an alternative to traditional in-person consultations, thus helping reduce the spread of the virus. It allows patients who cannot immediately go to hospitals or those who live in far-flung areas to still get some form of medical care. Telemedicine also helps prevent overcrowding and depletion of resources, especially in hospitals with critical capacity.

Patients can teleconsult with healthcare professionals through phone calls or by using online platforms like Viber, Facebook, Messenger, and FaceTime (ABS-CBN News, 2020a). This is where the handling of patients’ data by teleconsulting facilities becomes a key issue. By agreeing to undergo a teleconsultation session, patients are often asked to provide
personally identifiable information, such as their name, birthday, email address, and medical history. Whenever necessary and possible, patients are also asked to send photos of the medical condition being reported.

In the Philippines, the Data Privacy Act requires the data controllers to put in place security measures for the protection of processed personal data (i.e., preventing unauthorized access to data, using privacy-enhancing software, and using effective authentication processes like passwords and automatic logout), which would apply to telemedicine.

The University of the Philippines National Telehealth Service Program advocates for medical privacy and patient information confidentiality, and for telemedicine services to abide by the DPA. This involves getting the consent of the patient prior to the consultation and recording of the session (Patdu & Tenorio, 2016; National Institutes of Health, n.d.). Private teleconsulting services in the country have established policies that explain the collection, usage, storage, sharing, and protection of personal information (Medgate Philippines, 2018).

Privacy Concerns over Contact-Tracing Apps

Aside from phishing attacks, data privacy issues over contact-tracing apps employed during the COVID-19 pandemic have also emerged. Several countries have started to test and launch contact-tracing apps to identify users who have tested positive for COVID-19 and to trace those with whom they have been in close physical contact. Singapore rolled out its contact-tracing app called TraceTogether, Australia launched COVIDSafe, and Germany launched Corona Warn as the European Union began to relax travel restrictions (Lyons, 2020a).

Contact-tracing apps use telecommunications data, GPS, and/or Bluetooth technology to gather data when users are in close proximity with each other. Once a user reports COVID-like symptoms to the app, it will trace the people that the user came in contact with and provide the proper notifications to both the concerned parties and the authorities. Although these apps make it faster and more efficient for governments to detect potential cases and to notify citizens if they need to self-isolate, there have been growing concerns about data privacy.

Government Frameworks for Addressing Privacy Issues

A framework for the use of contact-tracing apps has been established by the EU, which developed a “common toolbox” for its member states (European Commission, 2020). The main principles in this framework include (1) accountability of public health authorities for the approved apps, including their data; (2) guaranteed interoperability of apps across member states; (3) transparency of app developers with how they will use the data shared on contact tracing apps; and (4) retention of data only during the course of the pandemic.
The United Kingdom has also developed a set of guidelines on data protection specific to contact-tracing apps (Information Commissioner’s Office, 2020). The key principles are transparency about the purpose, design choices, and benefits of the app; collection of the minimum amount of personal data; and user protection.

The U.S. National Institute of Standards and Technology (NIST) works with a cross-laboratory group to use their expertise in privacy, cybersecurity, and measurement-science fields to develop and meet the challenges of using contact-tracing apps (NIST, 2020).

In the Philippines, the DPA would require from contact-tracing app developers clarity on the purpose of data collection. The DPA provides that data collection must be based on proportionality, which means that the “processing of personal information must be relevant to, and must not exceed, the declared purpose.”

The government’s Inter-Agency Task Force on Emerging Infectious Diseases (IATF-EID) adopted StaySafe as the country’s “official social-distancing, health-condition-reporting, and contact-tracing system that will assist in the government’s response to COVID-19” (IATF, 2020). However, questions have been raised about data privacy, data ownership, and the effectiveness of the app. The app has been characterized as “a health monitoring app with a location tracker,” but with “no contact tracing capability” (Inquirer, 2021). Notably, the StaySafe app may access geolocation (if enabled), device information, and browser activity (StaySafe, 2020).

In response to these issues, the IATF issued Resolution No. 45 in June 2020 directing Multisys Technology Corporation, StaySafe.PH’s developer, to enter into an agreement with and donate the app to the Department of Health (DOH). The donation should include the app’s source code, all data, data ownership, and intellectual property, with the requirement that all data collected would be migrated to DOH’s COVID-Kaya system. Multisys was given 30 days to comply with the directive.

To help governments navigate through the challenges of using contact-tracing apps, Apple and Google have set up privacy-preserving contact tracing with data security at the center of its design (Apple Newsroom, 2020). This service will only be made available to one nominated app per country, which, in the Philippines’ case, is the StaySafe app. This may help assuage some of the concerns about the large amount of sensitive information being collected and shared during contact tracing. With this approach, application developers outside of Apple and Google will not get information unnecessarily.

**Toward a More Cybersecure Health Sector**

Regardless of the technology or platform used, there is a globally accepted set of principles on how app developers should responsibly use patients’ data (Patdu, 2020). Apps must inform users of the privacy risks, keep personal information confidential, use the data for medical purposes only, and ensure that the information is secure, especially when saving it in electronic devices. Data ownership is of utmost importance and must be clarified to ensure
the app users’ right to privacy. After data is collected by the app, to whom does it belong? Will the app developers be allowed to use the data for commercial purposes?

"With the expected increase in the use of digital technology going forward, institutions need to invest now in improving cybersecurity measures to protect their systems and networks."

This public health emergency has forced everyone to weigh privacy against public interest. This is true for initiatives such as contact tracing and mandatory information disclosures for visiting establishments such as restaurants, stores, and other venues. Not all establishments and organizations are used or even equipped to collect, handle, and protect personal information. Hence, it is critical that a balance be found. Educating both users and organizations is necessary to ensure that people’s privacy rights are protected during and beyond the pandemic.

With the expected increase in the use of digital technology going forward, institutions need to invest now in improving cybersecurity measures to protect their systems and networks. COVID-19 has exposed the vulnerabilities of healthcare and government systems. If anything, this pandemic should serve as a cautionary tale. It is important for nations to establish and strengthen the frameworks for data protection, ownership, and management in preparation for another crisis in the future.

---

**Energy Resources Management**

Over the past decade, digital technologies have greatly contributed to the development of more efficient, reliable, and sustainable energy systems around the world. Intelligent systems have been used to improve accessibility, safety, connectivity, and productivity in the energy sector. These trends operate within the purview of the energy Internet of Things (IoT), which can be described as a result of the convergence and digitalization of operational technology and information technology (Mylrea, 2017).

The energy sector is also one of the earliest users of machine-to-machine technology that underpins the energy IoT in the form of supervisory control and data acquisition (SCADA) systems. These technological advancements, however, have also made the critical energy infrastructures vulnerable to cyber threats. Given that many other industries rely on the energy sector for the delivery of critical services, there is a need to understand the ways in which the acceleration and transition of technologies in energy infrastructures have brought about not only opportunities but also challenges in terms of vulnerabilities to cyberattacks.

In terms of opportunities, the increased digitalization of the energy systems and infrastructures have opened new services and markets, including growth in the use of renewable energy resources, two-way grid communications, and machine-based learning. These “smart” energy technologies have also produced new features, such as smart meters, grids, and appliances. The use of smart meters has allowed the introduction of net metering, which is
fueling deployments of solar, biomass, and alternative power systems. Many countries have also shifted from traditional meters to smart meters as they provide utility companies and consumers with a detailed look at their energy usage. Real-time energy marketplaces have allowed consumers to diversify their power sources and give them an option to procure more green power.

In addition, the increased digitalization of power systems has optimized energy value chains (i.e., generation, transmission, distribution, and consumption), which have made buildings, cities, communication lines, and critical infrastructures more connected, effective, and sustainable. These innovations have not only dramatically reduced the amount of labor needed but also allowed direct savings and investments toward environmentally friendly technologies.

Notwithstanding the gains from these technological developments, the convergence of energy systems and cyberspaces has also created multiple layers of threats and risks that need to be mitigated. Cybersecurity issues related to energy can be applied to subsectors such as oil and gas, electricity, and nuclear power. Renewable energy resources like solar and wind power also require two-way digital controls, which heighten cyber vulnerability and require protection.

In light of these contexts, what are the threats and challenges accompanying the energy sector’s reliance on digital technologies, especially in the Philippines? Who are the stakeholders involved in the interplay between energy and cybersecurity? What can be done to mitigate the threats facing energy systems?

**Threats, Vulnerabilities, and Actors**

An early sign of the possible risks that the Philippines may see more of in the future was a complaint filed in the 2000s by Meralco with the NTC, alleging that newly deployed Wi-Fi and near-Wi-Fi systems were interfering with their wireless SCADA platforms. The complaint clearly mentioned that the use of these wireless technologies could compromise wireless systems and possibly cause system failures and blackouts. This demonstrates a means by which power distribution systems can be intentionally disrupted, leading to a denial of service.

In December 2015, in the Ivano-Frankivsk region of Ukraine, hackers reportedly sabotaged the equipment of power distribution firms Prykarpattya Oblenergo and Kyiv Oblenergo by using a novel malware, which affected 225,000 consumers (Reuters, 2016). This incident demonstrated that cybersecurity is critical in preserving the integrity and correct operation of power systems and in protecting the safety and welfare of citizens.
Compared to conventional threats to electrical grids, such as severe weather conditions, cyber threats are proving much harder to anticipate and address. Security experts have identified electric power and gas companies as the most vulnerable to cyber-related risks (Bronk, 2014). Proper management of energy distribution systems requires a perfect balance between supply and demand. If too much supply is taken off the grid or too much demand comes up all at once, grids may fail and cause massive outages. In this regard, the SCADA systems play an important role in ensuring that the grid frequencies are properly maintained. Much like in electricity, critical information infrastructure is also necessary for the production, transportation, refinement, and distribution of oil and gas.

In 2013, a report from the Council on Foreign Relations (Clayton & Segal, 2013, p. 2) explained:

>[A] major risk facing the oil and gas industry is the disruption of critical business or physical operations by attacks on networks. As information technology’s role in all phases of oil and gas production—from exploration and production to processing and delivery—expands, the vulnerability of industry operations to cyberattacks increases. A hacker with the right tools, access, and knowledge could, for instance, identify the Supervisory Control and Data Acquisition systems (SCADA) and industrial control systems (ICS) used to operate critical infrastructure and facilities in the oil and gas industry and that are connected to the Internet.

The dynamic and fluid changes in the virtual environment make the threats and risks confronting the energy sector more complex. Cyber incidents can lead to loss of grid control, personal data theft, firmware, and data exfiltration, among others. In the power industry, several threats can be found in the generation, transmission, distribution, and network.

Some potential examples of system compromise may include (1) grid failure or denial of service; (2) catastrophic failure such as meltdowns or plant destruction; (3) energy system trading arbitrage (i.e., bankrupting a plant by making it appear unable to produce more than it should, valuating a plant higher than it really is, or manipulating the market); and (4) data theft. The possible impacts can include ransomware attacks against power plants and clean energy generators, widespread power disruption by remotely disconnecting services, disruption of local and regional stations, and information theft (Bailey et al., 2020). Cyberattacks, therefore, affect utilities across the entire value chain.

The source of threats can involve a wide range of state and nonstate actors, including cybercriminals, hacktivists, cyber syndicates, ecoterrorists, common thieves, script kiddies, and terrorists. In most cases, the use of computers and other ICT devices can exacerbate the impact of traditional crimes. In some cases, hacktivist groups also use web defacement tactics or malware attacks. They can also target utilities using publicly available attacks, such
as a DDoS. In December 2020, a massive data breach, for instance, was discovered against the U.S. Department of Energy and National Nuclear Security Administration as part of the suspected activities of Russian intelligence operatives (Bertrand & Wolff, 2020). There also have been concerns about the possibility of cyber-related attacks on critical infrastructure, such as nuclear, dams, and gas (Counter-Terrorism Committee Executive Directorate, 2017).

The U.S. government has warned that countries that are “capable, at a minimum, of carrying out attacks with temporary disruptive effects against critical infrastructure” can use the cyberspace as a tool to deter attacks or retaliate against their adversaries due to geopolitical and terrorism threats (U.S. Department of Homeland Security, 2020). In the United Kingdom, the threat of cyberattacks has also generated considerable concern. Lord Arbuthnot of Edrom, former chair of the House of Commons Defense Committee, expressed that securing the power grids is essential: “If you take down the electricity network, you very quickly take down everything else as well. The vulnerability is real” (Pfeifer et al., 2018). The Swiss Cyber Forum (2020), meanwhile, cites three reasons for the vulnerability of the energy sector to cyberattacks: (1) the rapid pace of technological innovation; (2) the increasing sophistication of cyberattacks; and (3) the sector’s attractiveness as a cyber target.

While it seems that developed countries are more prone to cyberattacks, developing countries such as the Philippines may also be dragged into the cyber warfare between great powers or into geopolitical disputes against neighboring countries. The latter was raised at a Senate hearing in 2020 about the State Grid Corporation of China’s 40% ownership of the National Grid Corporation of the Philippines, which alarmed security experts given the country’s dispute with China over the West Philippine Sea (South China Sea) (Ramos, 2020a). The growing anxiety among Filipino policymakers about potential cyberattacks on the nation’s energy infrastructure was encapsulated in a statement by Senator Sherwin Gatchalian (Griffiths, 2019):

I was advised by the president of TransCo [National Transmission Corporation] that they have studied this type of possibility. I was advised that manual operation of transmission lines is possible. A takeover can happen, but TransCo, with their technical capability, can then manually take over.... With a single switch, no electricity would be transmitted to any of our homes, our businesses, (or) any of our military facilities.

Senator Risa Hontiveros also warned that “as long as the system operations are controlled and managed by Chinese engineers [they have] an enormous power” over the Philippine energy supply (Everington, 2019). Given the interconnected nature of energy systems, critical infrastructure represents a national security vulnerability that is not directly within the purview of the government. The Philippines needs to prepare to respond to, and recover from, cyberattacks on power infrastructure, which have cascading consequences on various other sectors.
Challenges in Building Capacities for Cyber Preparedness

Major cybersecurity initiatives and forums around the world have underscored the need to strengthen capacities to digitally secure energy systems, especially as cyber threats become more sophisticated and frequent. There is also a growing deployment of new digital devices that can introduce greater forms of cyberattacks.

Securing energy systems entails securing the whole ecosystem—producers, distributors, and major consumers across the grid. Any of these players can be used to compromise the whole grid due to the interconnected nature of power systems, which is necessary for balancing electricity supply and demand in real time.

In light of the networked nature of the digital environment, the Energy Expert Cyber Security Platform (EECSP) has identified the main challenges of building cybersecurity preparedness in the energy sector, which include grid stability in a cross-border interconnected energy network; the handling of cyberattacks within regional bodies like the EU and the ASEAN; the introduction of new, highly interconnected technologies and services; and the availability of human resources and their competencies, among others (EECSP Expert Group, 2017).

Another problem is potentially exposing extensive usage data to utilities and third-party firms, not only for billing time-of-use but also for guidance on profiling, settlement, forecasting, tariff, and energy efficiency (Mylrea, 2017, p. 149). This becomes more problematic due to the different stakeholders that need to be considered such as Internet service providers (ISPs), third-party energy generators, and sellers of smart energy technology. Deployment of technological solutions in energy needs to be done with the data privacy of consumers in mind.

Fostering Cyber Resilience in the Philippine Energy Sector

The different threats and challenges confronting the energy sector will most likely persist for many decades. For the Philippines, it is also imperative to consider the ways in which energy stakeholders can produce resilient systems and minimize the consequences of cyber incidents. These threats are real, with multiple actors seeking to enter some of the most secure energy structures. While energy sector stakeholders generally recognize the vulnerability caused by increasing dependence on digital technologies and networks, fostering cyber resilience in the energy sector demands changes in the priorities of governments and businesses. While interoperable solutions require common standards, cybersecurity can be viewed from alternative standpoints, which require the development of holistic models to address the cyber-related issues facing the energy sector. Cyber resilience of critical infrastructure should be elevated as an important action point within the national security agenda of the country.

The Philippine Department of Energy (DOE) recognizes that the vulnerability of the transmission grid system from cyberattacks is a growing national security concern (DOE, 2021, p. 226). Thus, Department Circular No. 2020-02-0003 requires that generation companies, distribution utilities, and transmission network providers develop a cybersecurity infrastructure that is
compliant with all relevant laws and regulations as well as internationally accepted standards at the appropriate level of adoption and application (Sec. 5.7). Philippine industry players should foster and share their best practices in securing their systems from cyber threats. Although larger industry players have more resources to protect themselves than smaller players, the former are still made vulnerable if the latter are not able to secure their systems. As such, it is imperative for the entire ecosystem to share their practices for the benefit of the entire sector. This is particularly true for energy distributors and utility services. There should be multisectoral initiatives aimed at improving the visibility of cyber threats, such as the establishment and utilization of sector-based CERTs, which have been promoted by the DICT in its policy issuances. These sectoral CERTs can also create linkages with other international partners, creating better shared visibility of potential issues. In addition, there is also a need to ensure the country’s critical infrastructure is not vulnerable to foreign interference. Proper control management and isolation must be put in place to ensure that the Philippine government is able to maintain sovereign control of critical information infrastructure (CII) systems at all times.

Cyber-related incidents should be treated not only from the perspective of organizations but also from the viewpoint of cross-cutting issues and sectors that impinge on the interconnected energy supply chain. Given the goal of many countries like the Philippines to transition from nonrenewable to renewable energy, utilities and nonutilities should have contingency planning to contain and minimize the impacts of cyber and physical incidents. The government and industry stakeholders must recognize the vulnerabilities posed by the interdependence of virtual and physical infrastructures. This can be done through cyber risk intelligence and the monitoring and analysis of the potential compromises in the energy systems.

Water Resource Management

The Philippines, with 421 water basins, is rich with naturally occurring fresh water. But access to water supply could be variable, with factors such as deforestation, uneven rainfall, changing climate, and natural catchment areas that determine water availability in different areas.

Water resources management and governance is thus very critical. The water sector includes potable water, water for agriculture, water for energy (dams), and wastewater management systems. It is considered critical infrastructure as it directly affects public health, food security, and national security. Water systems are vulnerable to a variety of threats, such as natural disasters, physical attacks, and cyberattacks. Disruption of water service, accidental spillage, contamination of water systems, or manipulation of control systems could widely impact economic, environmental, and public health spheres. The water sector is also dependent and interdependent on other critical infrastructures, such as energy, transportation, food, and emergency services (e.g., hospitals, firefighting).
The water sector also faces numerous complex challenges, such as water shortages, weather and climate change, natural disasters, and infrastructure obsolescence. The use of technology brings to the table a number of solutions that can improve water use efficiency and management. However, with new technology, new vulnerabilities are exposed.

Here are some of the key areas for consideration for the protection of critical water infrastructure in the Philippines.

**Control Systems**

Water supply and distribution use ICS that monitor and control industrial processes. These are typically called SCADA systems. An ICS is composed of various programmable logic controllers or discrete process control systems that control various aspects of the system from measuring key indicators like pressure in a distribution system or salinity in a saltwater conversion facility. These systems also provide automatic control for certain tasks like ensuring proper acidity levels by adjusting mixtures of chemical additives. These SCADA systems provide numerous facilities to monitor and control utilities. They are used to gather real-time information, such as pH level, chlorine content, water intake, turbidity, and water pressure from various equipment in the utility, and to transmit these to a central site or to a control room. The information allows water managers to make critical decisions with respect to the state of the network, such as maintaining smooth operations and detecting inefficiencies and possible leaks, among others.

The consequences of compromised control systems can range from trivial to fatal. One of the biggest incidents involving a SCADA happened a decade ago. The so-called Stuxnet attack compromised Iran’s Nantanz nuclear power facility’s centrifuges (Bosse, 2020). As an unintended consequence, the Stuxnet malware did not just stay in Iran but spread throughout the world, causing substantial damage to many other systems in many other countries.

For water networks, a compromised SCADA could potentially harm a whole population. In 2020, Israel confirmed at least three cyberattacks in their water management facilities linked to Iran. The first attack in April tried to control the chlorine levels in its water treatment systems, potentially poisoning crops, livestock, and people. The second one struck at agricultural water pumps, aiming to disrupt critical irrigation for crops. The third attack targeted water pumps, aiming to disrupt retail water supply. All were detected and addressed before causing any harm. If successful, these attacks would have led to significant economic and health repercussions.

In 2021, the water utility control systems in Oldsmar City in Florida, United States, were compromised when a hacker reportedly manipulated the level of sodium hydroxide in the water supply from 100 ppm to 11,100 ppm (Greenberg, 2021). Had it not been detected early, this “extremely dangerous” level of sodium hydroxide could have poisoned the water supply for the citizens of Oldsmar.
Connectivity and Networks

With the introduction of new technologies, industrial control systems and operations are migrating from old forms of communication methods to ethernet networks or 4G and 5G networks (Boubaker, 2020). This makes industrial systems interconnected and allows access anytime and anywhere, both for operators and potential hackers. As water and other industrial systems increasingly rely on ICSs and 5Gs, which have taken on more capabilities over the years, cybersecurity risks are increasingly possible.

Increasingly, network managers are dependent on real-time information from these distributed SCADA systems. If the communications networks of these distributed components are compromised, the resulting delay in the receipt of information could have severe consequences. It is also possible that bad actors or unscrupulous groups could execute a perfectly timed disruption on some of these communications links to manipulate the behavior of these water systems.

Data and Information

A cyberattack may have diverse motives—from a hacker infiltrating a system to steal data, to sophisticated attacks that can gain access to halt systems, to control flood gates, or to control industrial settings to cause water contamination. In an Iran-linked attack in 2013, bad actors hacked the command-and-control system of a small-scale dam in New York through a cellular modem (Thompson, 2016). This attack provided access to critical information about that dam that could be used for subsequent attacks. Fortunately, remote access to the sluice gate of the dam was disabled, preventing a more kinetic form of compromise. In 2018, Russian hackers reportedly targeted Ukraine’s water supply but was successfully thwarted by authorities (Martin, 2018).

Most critical infrastructure attacks are sophisticated by nature. Incident response may also take time. A study shows that, on average, it takes 80 days to detect a malicious cyber breach and another 123 days to resolve it (Clark et al., 2017). A system can then be compromised for 6 months on average.

Philippine Water Sector: Issues and Challenges

In the Philippines, the DICT has ongoing efforts to set up a sectoral CERT for critical infrastructure. Currently, there is no public data on attempts made in the water sector or measures in place to ensure that mechanisms are present to secure this critical infrastructure. The current legal and institutional framework may impose challenges for strengthening information security.

Complex Legal Framework. The Water Code of the Philippines (1976) is the main law that governs water access, allocation, and utilization. It stipulates that domestic water use should be prioritized over other uses, such as irrigation, agriculture, or industrial use. There are, however, at least eight laws that provide a framework for the water sector; this complicates how decisions are made.
There are inconsistencies in the ownership and use of water resources stipulated in certain laws. For example, the Water Code states that “all water belongs to the state.” However, the Indigenous People’s Rights Act protects the rights of Indigenous people over their ancestral domain, including water resources. The absence of clearly defined legal ownership rights over particular water resources may hamper the institution of necessary cybersecurity measures.

**Fragmented Water Institutions.** The hydrological cycle and use of water is diverse, including water supply and sanitation, irrigation, industrial use, energy generation (dams), flood management, and watershed management. In the Philippines, more than 30 agencies have overlapping mandates on water governance. Water planning and coordination, for instance, is shared by the NEDA, National Water Resources Board (NWRB), and LGUs. Water supply and distribution is under NWRB, Local Water Utilities Administration, the Department of Interior and Local Government (DILG) and LGU-led community water systems, or water districts. There is a multiplicity of institutions, organizations, and regulations governing water.

The existing setup has evolved because different water uses were fitted against existing agency mandates. Thus, the responsibility to oversee the security of this critical infrastructure is also divided among several agencies.

There are legislative efforts to address these issues. A bill is pending in Congress to create the Department of Water Resources, which shall be the primary agency responsible for the country’s water resources. Considered a priority measure of President Duterte, this bill was approved by the House Committee on Appropriations last November 2020 (Cervantes, 2020a). In the meantime, water governance remains fragmented. This potential consolidation could help guide service providers with respect to handling new technologies and new vulnerabilities. The potential sharing of best practices and risks will benefit the entire industry.

**Capacities of Water Utilities.** In Metro Manila, there are only two water service providers (WSPs). For the rest of the country, there are at least a thousand WSPs providing piped or Level III water systems. Estimates range from 1,000 to 6,000 WSPs (Asia Development Bank, 2013, p. 3). These WSPs range from LGU-owned and operated water utilities, water districts, private sector operators, and small-scale community-based organizations. WSPs have different water control systems, varying levels of automation, and resources. Risk management plans and policies must be adopted to meet each WSP’s security and organizational requirements. Each of these thousands of WSPs will have different levels of capability to handle emerging threats.

The importance of the sector was highlighted in March 2019 when water shortages and interruptions hit around 10,000 households in Metro Manila. The water level at La Mesa Dam was below the critical level due to El Niño. By April 2019, the Department of Agriculture estimated production losses to PHP 7.6 billion, affecting 247,610 farmers and fisherfolk due to the water shortage (Mogato, 2019).
The need for increased security in critical infrastructure is not theoretical. In 2015, Abu Sayyaf successfully bombed a pipeline in the southern province of Basilan, which caused a water outage for 5 days (Glang & Ramos, 2015). A second attempt to plant an explosive device was caught in time. These incidents show that water security and resilience need to be taken seriously. This is denial of service, albeit physical in nature.

Protecting the Water Infrastructure

As industrial control systems transition to new and increasingly connected technologies, the risk involved in the operation of things must expand from natural, climate, and disaster-related risks to include cyber risks as a permanent fixture in risk management. The design, operation and maintenance of control systems must ensure resilience against all attacks, including cyberattacks.

The bigger WSPs are likely to capitalize on new technology and address the ever-increasing and complex threat landscape. However, the many smaller thousands of WSPs will not have the same resources as the bigger ones. There is an opportunity to open up capabilities to these smaller WSPs that together cover a larger portion of our water assets. Strong leadership in this sector is needed.

Recognizing the vulnerabilities and the potential consequences in the country’s water sector should be clearly communicated to the nation’s leaders to establish a sense of urgency to secure our systems. A culture of cybersecurity in critical infrastructure must be established to shift mindsets toward designing systems with security in mind. An awareness of system vulnerabilities and designing and implementing standard security baselines will be a good start (Dimarucut, 2019).

Transportation

The transportation sector in the Philippines comprises a network of government agencies, private companies, transport operators, private vehicles, and the general public. It covers various modes of transportation, primarily including road, water, air, and rail. Administered by the Department of Public Works and Highways (DPWH), national roads are classified under primary (connecting two or more major cities), secondary (linking smaller cities and provincial capitals), and tertiary (other roads) (DPWH, 2019).

The Philippine transportation network is extensive. As of 2019, the country has a total of 33,018 km of national roads (DPWH, 2019). Railway transportation is mainly utilized within Metro Manila and consists of two commuter lines operated by the Philippine National Railways and three mass transit lines operated by the Light Rail Transit Authority and Metro Rail Transit Corporation. The country has a total of 70 airports, with 12 international airports in Clark, Davao, General Santos, Laoag, Mactan-Cebu, Manila, Kalibo, Puerto Princesa, Subic Bay, and Zamboanga. There are two major airlines: Philippine Airlines (owned by PAL Holdings) and Cebu Pacific (owned by JG Summit Holdings).
The different modes of transport are under varied regulatory authorities. Railways are regulated by both the DOTr and the DPWH. Sea travel is covered by the Maritime Industry Authority or MARINA, an agency under the DOTr, but the ports are supervised by either the Philippine Ports Authority or the Cebu Ports Authority, which are also under the DOTr. Governance of national roads in the Philippines is under the jurisdiction of the DPWH. Air travel is regulated by the Civil Aviation Authority of the Philippines. Many of these agencies under the DOTr are independent and only attached to the department for policy purposes.

**Cybersecurity Threats in Transportation**

Cyber threats are present in three components of the transport infrastructure: transport vehicle, operating systems, and information/data systems.

**Transport Objects/Vehicles.** The primary component of transportation is the transport object or vehicle. Globally recognized regulations have been developed to mandate safety features that are built into vehicles. Automobiles, for example, have built-in warning systems to alert drivers of impending collisions. Cars also have airbags within the steering wheel, which will release during a crash. Airplanes use computer systems to activate emergency features including the release of oxygen masks when there is loss of cabin pressure. These examples illustrate how vehicle systems have been designed with passenger safety as the tantamount priority. In modern times, most of these functions have been digitized, relying on some degree of internal programming to operate.

**Operating Systems.** Operating systems primarily manage the flow of traffic, goods, and resources within a certain mode of transport. They include both the technology and physical infrastructure, such as air traffic controls, stoplights, tollways, seaport operators, and power grids, which coordinate the movement of transport assets. These systems ensure that transport vehicles are properly routed to avoid collisions and accidents. They also avert potential bottlenecks when traffic in roads and ports are not properly managed. With rapid technological advancements, most of these operations are being automated. Most toll booths, for instance, employ a radio-frequency identification system and process digital payments, replacing human operators. Artificial intelligence has also made self-driving automobiles a reality. Startups in the United States have begun servicing driverless buses as a means for companies to transport their products across states.

**Information and Data Systems.** The transportation sector is a unique repository of data given traces of information produced through the movement of individuals, goods, and services. Data collection is a major component of transportation susceptible to attacks.

Transport information systems are platforms used by transport operators to manage the logistics of servicing all passengers who avail of their services. These include online ticketing systems that are used for all modes of transportation. Airlines, for instance, collect
vital passenger information from their customers through online reservations. Information systems also include online apps of transport network vehicle services or ride-hailing services such as Grab or Uber. These applications contain records of passenger activity, including all locations to which they have traveled.

Cyber threats in transport operations include a variety of attacks that can compromise these components. The hacking of car systems has become increasingly prevalent, with modern vehicles containing a number of onboard computerized equipment, including an electronic control unit, Bluetooth connections, remote keyless entry, and other advanced digital features. Modern cars can also connect to the Internet through the use of internal servers. Hackers can introduce malware through these channels to disable important features or allow access to the car’s functions by an external operator.

Another mode of attack comes from the interference of communications within transportation networks. Transportation systems often consist of subsystems that relay signals to one another. Routing and timing attacks can be mobilized to intercept these messages and modify their content, thereby incapacitating the system. In the case of air traffic control systems, the most common attacks are DDoS attacks where malware is used to lock operators out of their own systems (Haydari & Yilmaz, 2018).

Advanced traveler information systems are platforms that inform passengers of pertinent travel information including schedules, itineraries, travel times, and emergency information (Fok, 2013, p. 18). These systems contain internal data on transport providers and how their services are coordinated. Companies also use applications for individuals to register their personal details, such as biodata, credit card details, and addresses, to access information.

Mobile apps, such as maps, food deliveries, and ride-hailing services, also keep user information on an individual’s locations. Ride-hailing platforms pose a special risk in that they contain the information of both the drivers, who often have to upload personal identification online, and their customers. Large businesses also rely on logistics providers to ship products within their supply chains. Often, logistics providers use information systems to track cargo and goods that use their fleet (Tam & Jones, 2018). Hackers can access and leak this information.

Transportation Cybersecurity Incidents

In April 2019, Cebu Pacific Air reported a breach on their rewards platform GetGo (Rey, 2019). The attack was attributed to a local affiliate of the hacking group Lulzsec, which claimed responsibility for the breach. Cebu Pacific shut down its servers temporarily after the breach but assured the public that no credit card information was contained in the platform. The airline then reported the breach to the NPC, which conducted a thorough investigation of the incident. A similar data breach happened a year before with Cathay Pacific, which
exposed sensitive information of 102,209 Philippine data subjects, including passport and credit card numbers. In this case, the NPC questioned why the airline reported the breach several months after the incident.

In November 2020, hackers were able to use an API\textsuperscript{43} to set up a website that purported to be an official page of the Land Transportation Office (LTO). Thousands of users accessing the unauthorized LTO site were tricked into giving their information including their biodata and car registry details. The NPC’s investigation revealed that 9,952 driver’s license details and 19,406 motor vehicle data items, including make, plate number, engine number, chassis number, registration expiry, and owner, were leaked before the fake website was shut down (Samaniego, 2020).

The 2017 British Airway global outage, which caused the cancellation of more than 400 flights and stranded 75,000 passengers in one day, was not necessarily a cyberattack (Patrizio, 2017). But it did show the disaster that is possible when key systems are compromised. In this case, an unexpected power surge caused the total disruption of key IT systems, costing British Airway over EUR 100 million.

While transportation cybersecurity incidents in the Philippines have not yet led to such a significant level of economic damage, the magnitude of the potential consequences should be a cause of elevated concern to the transportation industry and the transport regulators.

**Philippines Transportation and the Need for a Governance Framework**

The documented cyberattacks on the transportation industry in the Philippines mainly centered on data breaches. Sensitive information was leaked both from the databases of private companies (Cebu Pacific and Philippine Airlines) and from public agencies (LTO). These relatively modest attacks were orchestrated by small syndicates as part of a fraudulent venture. Most incidents were isolated breaches that would not be replicated after thorough investigation. While the Cathay Pacific leak was more significant, the attack was perpetrated outside the country. The lack of larger attacks targeting systemic operations may be due to the relatively underdeveloped transportation infrastructure in the country. Compared to transportation in first world nations, transportation in the Philippines is modernized to a lesser degree. Smart automobiles fully connected to online systems have yet to penetrate the public market. The public transport infrastructure is mostly operated manually. Only recently have toll booths in two highway systems in Luzon utilized radio-frequency identification—and even then, the rollout of the technology was poorly implemented (Gonzales, 2020b).

Specific policies have already been floated to increase the cyber resiliency of critical sectors, such as transport, which rely on complex and overlapping information systems. One policy is the creation of sector CERTs, which are responsible for assessing and testing system vulnerabilities within the industry and enable agencies to uniformly comply with best cybersecurity practices, as prescribed by the DICT. Another recommendation would be for transport agencies to view cybersecurity through the lens of an interconnected ecosystem. Most digital equipment used by government agencies have been designed to be interoperable. A lot of data is also shared among various departments with overlapping functions. Given
this reality, best practices must extend beyond an agency’s internal operations toward the external transactions that they conduct. This includes a zero-tolerance approach to procurement where software equipment must be vetted for safety as a precondition for any purchases. External contractors who install these systems must also be given limited access to the rest of the agency’s networks and only on a need-to-know basis.

Inevitably, growth in the Philippine economy will rapidly transform and digitalize transportation. Productive markets require mobility and a robust infrastructure for moving physical and human resources. As transportation systems digitalize, cybersecurity threats will also increase. With no precautions in place, attacks can become more sophisticated in targeting these increasingly automated systems, hence the need for a governance framework to manage these risks to transportation.

Future cyber threats in transportation may have implications not just on individual privacy but on public security as well. The transportation sector is a nexus where the movements of people and physical assets converge. An attack on a digital transport system can lead to increased accidents in the physical world. Moreover, paralyzing these systems can also paralyze economic activity altogether if the nation’s mobility backbone is frozen. These harms have yet to materialize, and some may claim that they are merely speculative at this point. Yet, technological advancements will make these risks more possible, and the realities in other nations already point to these trends. The question for policymakers is not whether to confront these risks, but when.

Telecommunications and Internet

Given how extensively people use communications and the Internet in their daily lives, digital connectivity has become essential. In the early days, telecommunications operators maintained the public switched telephone network for making telephone calls. The ability to provide telephony services was a big boon in the development of human beings. It allowed people to freely communicate in real time outside the bounds of space. Today, technology is evolving to carry not just human voice in real time but even video, information, and all sorts of transactions that have become integral in people’s lives.

Business, work, and school are increasingly being done online at home, a change that was especially palpable when the COVID-19 pandemic began. There are even demonstrable instances where stability of telecommunications and Internet services could spell life or death. Medical facilities and emergency care services, for example, rely on communications to address urgent medical needs.

It is thus no longer beyond imagination that any prolonged widespread loss of connectivity could cause significant injury to society. Many of today’s critical services (e.g., financial clearing houses, SCADA networks, law enforcement, health, and other systems) depend on Internet services, most of which are provided by telecommunications networks. Disruption of telecommunications and Internet service could cause chaos by disrupting other critical
sectors. For example, local financial service providers, such as banks and clearing houses, are dependent on electronic communications, the loss of which due to the interruption of telecommunications and broadband services could redound to losses not just for these providers but also for their customers. An entire country’s economy could be compromised by such prolonged outage of telecommunications and Internet services.

Philippine Cybersecurity Response in Telecommunications

The National Cybersecurity Plan 2022 defines critical information infrastructure as systems and networks operated by critical infrastructure providers (i.e., telecommunications, water, power) that must be protected. These CIIs play a vital role in the economy (DICT, 2017b). In Singapore, CII is defined as a computer or a computer system necessary for the continuous delivery of an essential service, and the loss or compromise of such would have a debilitating effect on the availability of the essential services (Singapore Cybersecurity Act, 2018). Availability is a key aspect of information security. Telecommunications clearly fits into these definitions of CII. Thus, telecommunications providers are expected to support and secure their infrastructure.

Through the years, several laws have been enacted that affect cybersecurity, mostly targeting cybercrime, and require the cooperation of telecommunications companies and ISPs.

- **RA 7925 or the Public Telecommunications Policy Act of 1995.** This law states that “[t]elecommunications is essential to the economic development, integrity and security of the Philippines.” It obligates telecommunications providers to ensure quality, safety, reliability, security, compatibility, and interoperability of their services. The law clearly states that safety and security are key responsibilities of any service provider.

- **RA 9239 or the Optical Media Act of 2003.** Although the law does not explicitly mention telecommunications or the Internet, it regulates the use of optical media in the Philippines, supplementing the protection of intellectual property rights.

- **RA 8293 or the Intellectual Property Code of the Philippines of 1997.** Since a major mode of committing intellectual property infringement is via the Internet, service providers are inevitably intertwined with the enforcement of intellectual property laws.

- **RA 9775 or the Anti–Child Pornography Act of 2009.** This law makes ISPs responsible for responding to requests from law enforcement regarding violations of the law. While the law does not require ISPs to monitor users, it requires them to obtain and preserve evidence and to have filtering capabilities to remove content in violation of the law. This, together with RA 9262 or the Anti-Violence Against Women and Their Children Act of 2004, is key legislation protecting the vulnerable sectors and preventing the perpetration of cybercrimes, such as online sexual exploitation of children.
• **RA 10173 or the Data Privacy Act of 2012.** This law obligates personal information controllers, or entities that control the processing of personal information, to implement reasonable and appropriate organizational, physical, and technical measures intended for the protection of personal information against any accidental or unlawful destruction, alteration, and disclosure. Telecommunications providers, who necessarily control the processing of personal information of their individual subscribers, are thus obligated to employ cybersecurity measures to protect the personal data in their custody.

• **RA 10175 or the Cybercrime Prevention Act of 2012.** This law requires service providers to help law enforcement entities gain capabilities to collect data in real time, preserve data as evidence, and prevent further execution of a crime.

As digital technologies are increasingly being used to commit various types of crimes, laws and regulations give more enforcement responsibility to service providers. In some cases, telcos and ISPs must, at the minimum, provide the capability to detect, record, and filter traffic. RA 9775 requires mass scanning against child pornography. Section 9 of RA 9775 requires ISPs to “install available technology, program or software to ensure that access to or transmittal of any form of child pornography will be blocked or filtered.” This requires service providers to invest in these platforms’ capability to collect information, including payload, and perform filtering, such as deep packet inspection or network probes. Thus, laws are putting the capability to perform mass surveillance and mass filtering in the hands of service providers, a development which, in turn, raises data privacy concerns.

*Privacy Rights and Cybersecurity*

A secure cybersecurity environment necessarily entails protection of privacy rights in general, secured by legal and technical safeguards. Individuals enjoy a constitutional right to privacy, and entities have come to rely on an expectation of privacy when it comes to their private communications. The failure to provide or ensure privacy protections, whether from individual breaches to unauthorized mass surveillance of communications, should also be deemed as a cybersecurity failure.

Unauthorized wiretapping has long been a concern addressed by the legal system. As far back as 1965, the Philippines had already enacted RA 4200, which imposes criminal penalties on wiretapping activities that are not sanctioned by a court-issued warrant. Philippine courts have likewise adopted
the “reasonable expectation of privacy” test, generally holding that any evidence resulting from the unauthorized interception of communications is inadmissible if the suspect had a reasonable expectation that such communications were private in character. The Bill of Rights of the Philippine Constitution itself explicitly protects as inviolable “the privacy of communication and correspondence,” except upon lawful order of the court or when public safety or order requires otherwise, as prescribed by law.

The Cybercrime Prevention Act had originally included a provision that allowed law enforcement authorities to collect or record in real time traffic data on specific communications transmitted using a computer system, without need of a court warrant, upon a standard of due cause. The Supreme Court, however, declared such provision as unconstitutional in 2014, applying the test of reasonable expectation of privacy. According to the Supreme Court, when the right to privacy transcended the disclosure of private information and impinged on the right to live freely without surveillance and intrusion, the reasonable expectation of privacy should be measured from the general public’s point of view—whether the infringement on privacy must be one that society was prepared to accept as objectively reasonable. In the end, the Supreme Court concluded that the broad sweep of the provision, unsupervised as the collection was by a judicial warrant, resulted in a violation of individuals’ privacy. Since traffic data could allow analysts to determine a person’s close associations, religious views, political affiliations, and even sexual preferences, such information was deemed as likely beyond what the public may expect to be disclosed; hence, the necessity of a warrant before such traffic data can be validly collected.

Thus, the general requirement is that interception or the recording of communications over telecommunications and ICT platforms requires a judicial warrant to be valid. Otherwise, those engaged in such wiretapping activities are liable to criminal penalties under the Anti-Wiretapping Act or the Cybercrime Prevention Act. The stringent enforcement of these laws would go a long way to deter unauthorized surveillance through telecommunications and digital platforms, whether undertaken by government or private sector actors.

**Safe Harbor Protections for Telecommunications Platforms**

A safe harbor clause is a legal provision to sidestep or eliminate legal or regulatory liability in certain situations, provided that certain conditions are met (U.S. Digital Millennium Copyright Act, 1998). Safe harbor clauses have become relevant in tackling the question of whether it is the responsibility of telecommunications service providers to ensure that no crime is committed using their networks.

In the United States, safe harbor clauses, particularly the U.S. Digital Millennium Copyright Act of 1998 (DMCA), have shielded American telecommunications platforms from liability arising from misuse committed by their customers. The DMCA defines four safe harbor provisions for determining copyright infringement: (1) providing transmission and network communications, (2) system caching, (3) information handled at the direction of users, and (4) information location tools. This substantially limits the liability of telecommunications providers in the case of copyright infringement complaints.
In the Philippines, Section 30 of the e-Commerce Act of 2000 provides that a service provider, or one who provides for or operates online services or network access, is exempt from civil or criminal liability arising from the publication, dissemination, or distribution of electronic data message or electronic document (thus encompassing online content), if the provider does not have actual knowledge that the material is unlawful or infringing, does not knowingly receive a financial benefit directly attributable to the unlawful or infringing activity, and does not directly commit any infringement or unlawful act. Section 30 has been recognized as a safe harbor provision that has shielded ISPs from liability arising from content posted or disseminated by its customers.

The presence of such safe harbor provisions could be cited by service providers in the Philippines as acquitting themselves of the responsibility to closely monitor the use of their systems by their users. However, subsequent laws such as the Anti–Child Pornography Act require ISPs to at least undertake the mass scanning of content to block or filter child pornography. Without these safe harbors, a telco or ISP would need to deploy deep packet inspection tools to analyze all traffic going in and out of their network to look for infringing materials. Yet, with the Anti–Child Pornography Act, at the very least, ISPs in the Philippines can be deemed as now having such surveillance capability, which could extend to content outside of child pornography.

*Information Security in Telecommunications as a Two-Front War*

Information security for service providers has two sides. On one side, service providers must secure themselves as they are considered critical infrastructure. Information security risks could cause outages and damage to their infrastructure that is now deemed essential to the continuous operation of the state and general welfare of the nation. Yet, the current regulatory-legislative regime and the increasing dependence on digital infrastructure is increasing the responsibilities of service providers to enforce aspects involving information security. Hence, as technology is increasingly being used to commit crime, the role of the service provider in cooperating with law enforcement increases as well. The downside is that the capabilities of telcos to carry out mass surveillance and mass filtering can also be misused or exploited for illegal activity. In fact, the presence of these capabilities and information makes telcos a more attractive target for bad actors, unethical players, and entities wanting to perform espionage. Thus, it is important to protect telecommunications systems and the data that they collect as critical infrastructure and as espionage infrastructure.

There is a delicate balance between what is necessary to maintain a safe and democratic society and what is excessive. Technological capabilities can provide some of the most comprehensive powers of surveillance and censorship humanity has ever had. As technology progresses, these capabilities will continue to get more powerful. It is incumbent on any society that values freedom and democracy to resist the temptation to move toward more authoritarian uses of these technologies. Legislators must also take care when enacting new laws to ensure that democratic values and civil liberties are preserved and to prevent the excessive use of technologies.
RA 11055 or the Philippine ID System (PhilSys) Act was enacted into law on August 6, 2018. The PhilSys aims to “provide a valid proof of identity for all citizens and resident aliens as a means of simplifying public and private transactions,” as well as to “eliminate the need to present other forms of identification when transacting with the government and the private sector” (PhilSys Act, 2018, Sec. 3).

The PhilSys Act provides that every registered Filipino will be issued a Philippine identification card (PhilID) and that a unique PhilSys Number (PSN) shall be assigned to each citizen or resident alien when they register with the PhilSys. The data collected will be recorded and stored in the PhilSys Registry (PhilSys Act, 2018, Sec. 6–7).

The COVID-19 outbreak and its resulting limitations on movement further delayed the full implementation of the PhilSys Act. President Duterte has lamented the inconveniences posed to the pandemic response by the nonimplementation of the PhilSys ID, which he said led to delays in the distribution of cash aid to citizens most affected by the enforced lockdowns (Esguerra, 2020).

However, the PhilSys ID has limited use. While the PhilSys ID would have made it easier to verify the identity of beneficiaries, it could not have been used as the sole basis for cash aid distribution sourced from the existing Social Amelioration Program. The ID itself could not have supplied information on whether the cardholder was actually qualified for financial relief; that information independently came from the results of the census conducted in 2015 and was potentially outdated itself. As the Philippine Statistics Authority (PSA, 2020a) emphasized, the “processes beyond identity verification, such as authorization and identification of beneficiaries remain fully with the implementing agency/party.”

Thus, there may be elevated expectations, and even elevated fears, concerning the implementation of the national ID system. Some of these fears may be mitigated by limitations on data collection and data security obligations imposed by the PhilSys Act. Yet, there is no question that the en masse collection of sensitive personal information of Filipino citizens and the storage of such information in a unique ID card that may be prone to loss or counterfeiting create heightened cybersecurity risks that should be addressed as the PhilSys ID is rolled out.

**The Philippine Identification System Act**

Table 3 shows the demographic data and biometric information collected from an individual under the PhilSys Act (PhilSys Act, 2018, Sec. 8).
A citizen registering in the PhilSys needs to present his/her birth certificate issued by the PSA and a valid government-issued identification document. A resident alien registering in the PhilSys needs to present their Alien Certificate of Registration or ACR ID. An applicant who does not possess any identifying document may be endorsed by someone of legal age and duly registered with the PhilSys (PhilSys Act, 2018, Sec. 10).

Table 4. Demographic Data and Biometric Information Collected under PhilSys Act

<table>
<thead>
<tr>
<th>Demographic Data</th>
<th>Biometric Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Full Name</td>
<td>1. Front facing photograph</td>
</tr>
<tr>
<td>2. Sex</td>
<td>2. Full set of fingerprints</td>
</tr>
<tr>
<td>3. Date of Birth</td>
<td>3. Iris scan</td>
</tr>
<tr>
<td>4. Place of Birth</td>
<td>4. If necessary, other</td>
</tr>
<tr>
<td>5. Blood type</td>
<td>identifiable features</td>
</tr>
<tr>
<td>6. Address</td>
<td></td>
</tr>
<tr>
<td>7. Filipino or resident alien</td>
<td></td>
</tr>
<tr>
<td>8. Marital status (optional)</td>
<td></td>
</tr>
<tr>
<td>9. Mobile number (optional)</td>
<td></td>
</tr>
<tr>
<td>10. Email address (optional)</td>
<td></td>
</tr>
</tbody>
</table>

Ideally, the PhilID/PSN will be sufficient proof of identification when transacting with the government and private establishments, subject to proper authentication (PhilSys Act, 2018, Sec. 12), thus doing away with the current practice of having to present at least two valid government IDs.

The PhilSys has data privacy mechanisms in place. Whenever a PhilSys ID holder transacts with an entity, their consent needs to be obtained first. As a safeguard, any demand from a cardholder to present their PhilID or divulge their PSN should be consistent with the foundational principles of transparency, legitimate purpose, and proportionality of RA 10173 or the Data Privacy Act. With the application of these principles, an ID holder needs to be informed of the nature of the information that may be shared upon authentication and what the information may be used for (PhilSys Act, 2018, Sec. 12).

**Mandates of the Philippine Statistics Authority**

The PSA is the lead implementing agency of the PhilSys Act. It is responsible for the overall planning, management, and administration of the PhilSys and is authorized to collaborate with various government agencies, including local governments and government-owned and controlled corporations, for the registration of individuals.

The PSA is the operator, manager, and personal information controller of the PhilSys. It is mandated to set up the PhilSys central system and database that will hold the registry data of individuals, as well as a network of registration subsystems in various national and local
government agencies designated as registration centers and authentication subsystems in all relevant government agencies.

Recognizing that the PSA does not have the expertise in ICT infrastructure, the law provides that the DICT may assist the PSA in implementing “reasonable and appropriate organizational, technical, and physical security measures to ensure that the information gathered for the PhilSys, including information stored in the PhilSys Registry, is protected from unauthorized access, use, disclosure, and against accidental or intentional loss, destruction, or damage.” (PhilSys Act, 2018, Sec. 18). Additionally, the PSA is mandated to designate a data privacy officer for the PhilSys (Sec. 22).

If it has not done so yet, the PSA must address the development and/or acquisition of human resources with the right technical knowledge and expertise in information systems and network development and administration, as well as information systems security administration. The PSA must adopt minimum information security standards and develop and implement ICT policies and guidelines relevant to the development, management, operations, maintenance, and security of the PhilSys ICT infrastructure.

**Implementation of the PhilSys Act and Challenges to Cybersecurity**

Soon after the implementing rules and regulations of PhilSys were promulgated in October 2018, procurement of the technology and related services followed. According to National Statistician and Civil Registrar Dennis Mapa, they wanted to “ensure that the processes are efficient, the systems are fully functional, and all information within the system [is] secure” (CNN Philippines, 2019).

In response to the president’s lament about the absence of a national ID, the NEDA and its attached agency, the PSA, committed to fast-track the implementation of the PhilSys. The PSA targeted to register 5 million heads of poor families in the fourth quarter of 2020 (de Vera, 2020). While the target was not met, registration eventually picked up. The PSA achieved its 2021 registration target, which totaled 50 million as of December 2021 (PSA, 2021b).

The existence of a national ID is always presented with security and privacy risks. It is critical to identify these vulnerabilities from the registration to the authentication process.

**Privacy and Processing of Personal Data**

The implementation of the PhilSys ID system will need to sufficiently address fears that an individual’s right to privacy could be impaired. Past attempts at establishing a national ID system were met with opposition due to privacy concerns, which have been addressed over the years. Specifically, the issues include (1) access to personal confidential information...
without the owner’s consent, (2) vagueness of the order and inadequacy of safeguards or penalties for any violation, and (3) lack of a compelling reason to legitimize the necessity of the order.

In 1998, the Supreme Court thwarted the attempt by President Fidel Ramos to institute a national ID system through Administrative Order No. 308. The Supreme Court agreed with the claims of former Senator Blas F. Ople, who argued in his petition that the policy infringed on the privacy of citizens. The Supreme Court held that the administrative order did not contain sufficient safeguards to the right of privacy, such as identifying who would control and access the data collected, under what circumstances, and for what purpose.

Several years later, President Macapagal-Arroyo issued Executive Order 420, which ordered government agencies to unify identification documents in the Unified Multipurpose ID (UMID). In response to a petition by Kilusang Mayo Uno, the Supreme Court allowed the UMID to move forward, noting that only 14 types of citizen data shall be collected, essentially the same data already collected by different government agencies issuing IDs. The Supreme Court also noted that the order provided safeguards that ensured protection of the confidentiality of data about citizens and that the order was legitimate, as it would result in efficiencies and lower costs for both government agencies and citizens. The UMID, however, is not just a simple identification card; it also provides access to services and benefits to the member government agencies. In the case of the Government Service Insurance System (GSIS), the UMID is also tied to a member’s bank account.

Under the PhilSys Act, the data to be collected about citizens and resident aliens are limited to demographic data and biometric data, which are already collected by various government agencies. Compared to the UMID, the PhilSys does not collect the identification numbers of members of Social Security System (SSS), GSIS, and other agencies or limit the card’s uses for transactions with those agencies. The reverse, however, is true: The PSN will be seeded in other government agencies’ systems. The limited collection of data in the PhilSys is a safeguard in itself.

The PhilSys Act provides several other security measures (PhilSys Act, 2018):

- Safeguards for data privacy and security, access controls, and change management (Sec. 7(b))
- Prevention against the proliferation of fraudulent or falsified identification cards (Sec. 7(c)(1))
- Consent of the PhilID/PSN holder prior to authentication (Sec. 12)
- Protection against unlawful disclosure of information/records (Sec. 17)
- Organizational, technical, and physical security measures (Sec. 18)
The PSA has been working closely with the NPC and the DICT regarding the architecture and process of the PhilSys infrastructure. Privacy-by-design principles have been adopted in the PhilSys, and the PSA also consults with the National Security Council on the architecture and process of the PhilSys (PSA, n.d.). This may raise concerns among civil society and human rights groups as it may lead to the slippery slope of surveillance.

**PhilSys and the Data Privacy Act**

The PhilSys Act meets the principles of transparency, legitimate purpose, and proportionality espoused by the Data Privacy Act as it limits the number of personal information to be collected and processed by the PhilSys to be just enough to establish a registered user’s identity. This is also consistent with the PhilID/PSN’s declared purpose, which is to serve as sufficient proof of an individual’s identity.

To protect data privacy rights, the PhilSys Act (2018) also enforces the following:

- Provides that consent be first secured from a registered individual before personal information, including record history, is disclosed to any third party or, if disclosed in compliance with a court order, that the registered individual be notified within 72 hours of the disclosure (Sec. 17 & 21)
- Allows any registered individual to access his/her personal information and record history (Sec. 17 & 21)
- Allows registered individuals to correct errors or omissions in their personal information recorded in the PhilSys Registry (Sec. 5(i)(3) & 4(i)(3))

The Data Privacy Act provides for a limited period of data retention (DPA, 2012, Sec. 11(e)). Since the authentication of PhilSys information returns a “yes/no” response, it is no longer necessary to retain personal information and authentication-related data. Absent a provision in the PhilSys Act providing for the aging and deletion of authentication entries in the record history, a registered individual may exercise their right to have the record history entries deleted as provided for in the Data Privacy Act.

**Quick Response Code Vulnerability**

The quick response (QR) code appearing on the PhilID, which stores the PSN and two-fingerprint information of a registered person, is a vulnerability, as it can simply be copied, tampered with, or used without authority.

The QR code stores data that is read by the authentication subsystem. This allows the encoding of the PSN and/or demographic information of a registered person and/or the capture of a registered person’s biometric data. The authentication subsystem can be in online or offline mode.

Online, the authentication subsystem is connected to the PhilSys and is able to access the PhilSys Registry to perform real-time authentication. A “yes” response may be returned with
the photograph of the registered person, which would then signify that the transaction could continue. A “no” response, on the other hand, would signal the requesting party not to proceed with the transaction.

Offline, the (sub)system is not connected to the PhilSys, but authentication can still be done on the basis of the PSN and two-fingerprint information stored in the QR code of the PhilID. If the PSN and fingerprint information retrieved by the authentication subsystem from the QR code match the registered person’s, the system would signify that the transaction may proceed.

**Vulnerabilities from Record History and Large Collection of Personal Information**

The authentication records are effectively a historical record of a registered person’s movement over time. This large collection of personal information can be a lucrative target for misuse.

The collection of entries of recorded events relating to a registered person’s PhilID/PSN—registration, modification, issuance, cancellation, reissuance, and authentication—is known as the record history.

The process of authentication of the PhilID/PSN generates a record of the authentication request, which includes the date the request was made, the requesting entity, and the response of the PhilSys. The record is kept as part of the record history. The more frequently a registered individual uses their PhilID/PSN, the more authentication records are generated. The location of the requesting entity is not included in the collection, but the data collected may later be cross-referenced with other databases that will reveal the location of the requesting entity. Thus, a historical record of a registered person’s movement can be generated over time.

The details of any authentication request are the most sensitive information that will be recorded when a PhilID/PSN is used. Thus, records should be stored or retained for a limited period only. A breach of the record history (it is not a matter of if, but when) may compromise the privacy of registered individuals, which may lead to the exposure of their activities and movements, exploitation of their identities, or worse, identity theft.

**External Cyber Threats to PhilSys**

No system or network is 100% secure from cybersecurity threats. Attackers may exploit known vulnerabilities of a system if these are left unpatched, if they discover new vulnerabilities and launch a zero-day attack, exploit misconfigured systems and appliances, try default passwords to gain entry, or launch social engineering attacks such as phishing.
The confidentiality, integrity, and availability of systems and data stored in such systems can be compromised at any time.

The PhilSys ID is no different. There are a number of specific threats that need to be monitored and prevented in order to keep the integrity and security of the national ID.

- **Counterfeiting of the PhilID.** Identification documents, like driver’s licenses and passports, are known to be counterfeited. The PhilID, despite its security features, is not immune to falsification. A counterfeit copy of a PhilID may be used without authority for whatever purpose.

- **Illegal copy of the QR code.** The QR code printed on the PhilID can be copied, tampered with, or used without authority for whatever purpose.

- **Unauthorized use of a PSN.** An individual can use a PSN without authority for whatever purpose.

- **Abuse of PSN.** As provided by law, databases in government will be seeded with the PSN (PhilSys Act, 2018, Sec. 7(a)), which may then be used as the primary index key that will make data connections between systems easier. Once seeded, the PSN may be used to access the records of those registered in government agencies like the SSS and GSIS, which reflect employment records; the PhilHealth, which may hold health records; and the Bureau of Internal Revenue, which may reveal income. This, coupled with abuse of record history, can generate a good profile of an individual.

- **Abuse of record history.** An analysis of the registered person’s record history would reveal his activities and movements. This may be combined with the information gathered from other government agencies using an individual’s PSN. With data analytics, machine learning, artificial intelligence, and emergent quantum computing, personal information may be used, generally for profiling purposes. Worse, it may lead to the slippery slope of surveillance.

- **Unlawful disclosure.** The PhilSys Act provides that when public health or safety so requires, relevant information may be disclosed upon order of a competent court, with a 72-hour notification to the registered user (Sec. 17). This provision may be misused/abused by third parties, including law enforcement agencies, national security agencies, or the military, by building up a case with manufactured evidence to secure a court order to compel the PSA to disclose information about a registered individual.

The PhilSys may also fall prey to common threats. It may experience denial of service or DoS/DDoS attack, which can paralyze the whole PhilSys network and render data unavailable. Ransomware may be released and installed in the PhilSys, which would encrypt the contents of the database containing the personal information of registered citizens and resident aliens, thus making it unavailable. The PhilSys database may be breached anytime, and personal information of individuals may be pilfered, exposed, and/or sold in the cyber black
market, which may result in the breach of confidentiality of personal information. PhilSys registered users may become victims of *identity theft* once bad actors get hold of personal information to commit fraud. The system could also become a victim of *human frailty*. An employee may be tempted to use personal information of an individual for *personal gain*. An employee may also be *bribed* or *harassed* into disclosing or altering personal information of citizens or resident aliens, resulting in the breach of confidentiality or integrity of personal information. Finally, an *untrained employee* may accidentally disregard security protocols and inadvertently disclose personal information of individuals.

**Promoting the Information Security of PhilSys**

The PSA, as the lead implementing agency, operator, manager, and personal information controller of the PhilSys, must assess its capacity to secure the PhilSys infrastructure, guided by the People-Process-Technology framework and create a comprehensive information security program. A framework is recommended below.

**A. People.** What knowledge, skills, and competencies would the PSA require to ensure a secure PhilSys infrastructure?

1. **Develop a Culture of Security Among Stakeholders**

   The PSA needs to develop and conduct awareness programs periodically and repeatedly, as technologies and practices evolve, even with the same audience. Awareness programs impart information on certain issues, in this case, matters relating to the PhilSys and PhilID/PSN, and how these can be secured from unauthorized access and use:

   a. **For citizens and resident aliens:** As part of the information campaign required under the PhilSys Act, the conduct of training on how citizens and resident aliens can protect their PhilID/PSN from counterfeiting, copying, and abuse.

   b. **For employees of government agencies and private sector establishments:** An awareness component on how to secure the PhilID/PSN while undergoing authentication and how individuals can secure their PhilID/PSN at all times.

   c. **For employees of government agencies that will serve as PhilSys registration centers:** An awareness component on how to secure the personal information of citizens and resident aliens who are undergoing registration.

   d. **For workers at the PSA with particular focus on those assigned to operate and maintain the PhilSys:** Periodic awareness sessions for employees on the importance of securing the PhilSys, including a component on information security, policies and guidelines, social engineering, and recognizing phishing attacks.
2. **Acquire or Develop Information Security Capability**

   a. The hiring of information security professionals and practitioners to manage the security of the PhilSys.

   b. Alternatively, the training and education of qualified employees in the field of information security.

B. **Process.** What policies and procedures would be needed that will guide security operations and management?

1. **Operational Policies, Procedures, and Guidelines**

   *Policies* provide guidance for employee action and behavior, such as what constitutes acceptable behavior. *Procedures*, on the other hand, provide a series of steps undertaken in the performance of certain activities. *Guidelines* provide the parameters that limit certain permissible actions. These are important tools for decision-making.

Some of the security policy recommendations for PhilSys are as follows:

a. Acceptable Use Policy stipulates allowable practices on the use and operations of an organization’s ICT assets.

b. Access Control Policy provides guidance for physical access to ICT assets and logical access to data stored in an organization’s ICT systems. It provides guidance on what authorized employees can do with data, such as create, read, update, and delete.

c. Change Management Policy provides guidance for making changes to the ICT infrastructure, systems, and procedures, including security services and operations. It allows methodical implementation to better manage the potential impact of change.

d. Information Security Policy provides guidance for employees who use ICT assets.

e. Incident Response Policy provides a structure for responding to incidents in order to limit the impact of incidents to business operations and ensure post-incident recovery at the shortest time possible.
f. Remote Access Policy provides for methods of remotely connecting to the organization’s network. In the context of the PhilSys, it defines how the registration (sub)system and the authentication (sub)system will connect to the PhilSys.

2. **Adopt Information Security Standards**

   Acting International Organization for Standardization (ISO) Secretary-General Kevin McKinley said, “Governments use standards as trusted solutions to complement regulation, and they give peace of mind to consumers who know they are not putting themselves or their families at risk” (Lazarte, 2016).

   Below are information security standards from the ISO and the International Electrotechnical Commission (IEC) that may be adopted:
   - ISO/IEC 27001 provides a structured approach to managing an organization’s information security consistently and in a cost-effective manner.
   - ISO/IEC 27002 provides guidance on applying security controls.
   - ISO/IEC 22301 provides a framework for implementing a business continuity management system and minimizing business disruption and continued operations in the event of an incident.
   - ISO/IEC 27031 is a framework on improving an organization’s ICT readiness to ensure business continuity.
   - ISO/IEC 27032 provides guidance on cybersecurity management to address cybersecurity risks.
   - ISO/IEC 27701 provides a set of privacy-specific requirements and controls. This standard can help demonstrate compliance with the Data Privacy Act.

   It is best that the PSA ensure that the PhilSys implementation design complies with listed standards to complement the security requirements of the Philippine Identification System Act. It would be highly desirable if the PSA itself certifies for ISO/IEC 27001 compliance.

3. **Conduct Periodic Information Security Audit**

   Information security audit involves the inspection of an organization’s information security posture—from policies and practices to implemented security controls. It can provide insight into areas that need rectification or improvement of defenses.
4. Conduct Periodic Vulnerability Assessment and Penetration Testing

Section 8 of DICT Circular No. 003 s. 2020 provides for the annual conduct of vulnerability assessment and penetration testing (VAPT) to ensure integrity and security of the government ICT systems (DICT, 2020). The VAPT may be conducted by the DICT’s CERT-PH upon request by a government agency, or it may be conducted *motu proprio* as determined by the Cybersecurity Bureau.

It is important to note that information security standards and audit requirements should not apply to just PhilSys itself, but also to systems that will connect to and use the data provided by PhilSys. These systems will be a common vector for data leakage if left unprotected. However, not all connecting systems have the same level of risk. The requirements should not create barriers for parties to participate in the proper use of the system. The PSA can implement a graduated system, where systems that need access to a few records can undergo a self-certification process, while systems that access a large number of records undergo full third-party certification.

C. Technology. What are the appropriate technologies required to secure the ICT infrastructure?

Upon proper assessment of the information security requirements, the PhilSys must identify and implement the appropriate technical solutions to protect various aspects of the PhilSys infrastructure:

a. Technical security solutions such as, but not limited to, firewalls, end-point security appliances, encryption, VPN, virus protection, and secure communication channels that may be used to connect the registration (sub)systems at registration centers and authentication (sub)systems at government agencies and private sector establishments.

b. Environment technology solutions such as, but not limited to, high-precision air-conditioning systems, dehumidifiers, uninterruptible power supplies, fire suppression systems, and others.

c. Physical access controls including electronic access controls with capability to log ingress and egress and closed-circuit television, among others.

d. Continuity solutions including backup PhilSys infrastructure (hot, warm, or cold sites)
D. *Post-Audit and Post-Vulnerability Assessment and Penetration Testing.* The policy, procedure, and skills gaps identified in the audit and the vulnerabilities uncovered following the VAPT must all be addressed in the most expeditious manner to ensure that the PhilSys is properly secured.

Security threats may not altogether be eliminated, and attacks on systems can happen any time. Security threats continue to evolve as technologies evolve, and they constantly grow in complexity, volume, velocity, variety, and value. Threats to the national ID, in particular, include counterfeiting of the ID, unauthorized use of the QR code and PSN, abuse of record history, and disclosure of personal information.

The PSA must take stock of the lessons learned by various other national ID systems. Among the biggest lessons are what data and how much data to put into the national ID database and the security concerns that come with it. It is clear that a federated approach to the national ID system allows better scaling of the ecosystem as opposed to a mechanism where all data is centralized in a single government database. The larger the pot, the more attractive the target. As the old adage goes, “Do not put all your eggs in one basket.” However, a federated approach also comes with its own risks, most of which are data privacy related. These concerns must be properly addressed by the government.

To address these threats, the PSA must assess its capacity to secure the PhilSys infrastructure and create a comprehensive information security program that will focus on people, process, and technology.

In the broader context, the government should develop a national cybersecurity capacity development program. Beyond this, the government should also encourage more industry–academe partnerships to address the dearth of cybersecurity professionals and practitioners, incentivize innovation, and promote research efforts in cybersecurity.
fraud has come to be known as “dagdag-bawas” (a form of point padding or point shaving), where consolidated votes for a certain candidate are deducted and then added to the vote counts of favored candidates. Handwritten numerical figures as appearing in election returns have been manipulated in crude ways, such as altering the figure 3 into the figure 8 or the figure 1 into the figure 4.

The Philippine Commission on Elections (COMELEC) has sought to modernize the conduct of the elections. The use of automated election systems (AESs) has been seriously considered since the early 1990s. In 1997, the COMELEC was authorized under RA 8436 (as later amended by RA 9369) to implement an AES. However, it was only in 2010 that the first national and local elections using an automated system were finally held.

RA 8436 expressly embodies the goal of the use of an AES:

[T]o encourage transparency, credibility, fairness and accuracy of elections... involving the use of an AES that will ensure the secrecy and sanctity of the ballot and all election, consolidation and transmission documents in order that the process shall be transparent and credible and that the results shall be fast, accurate and reflective of the genuine will of the people.

Despite the advantages offered by an AES, there remain several concerns arising from its actual implementation in 2010 that warrant resolution as they could affect public trust in the administration of the sacred electoral franchise.

**Security Issues and Automated Elections**

RA 8436, as amended, requires certain security measures to be put in place, designed to preserve the integrity of the ballot.

**Ballot Security**

RA 8436 requires certain safeguards implemented on the physical ballot itself to prevent the use of fakes. These safeguards include, but are not limited to, bar codes, holograms, color shifting ink, and microprinting.

The safeguards provided on each ballot used in the last four elections were (a) watermarks, (b) bar codes or QR codes, and (c) ultraviolet (UV) ink. The use of the barcode and QR code ensured uniqueness of each ballot and that the ballot may be used only at a specific precinct. The vote counting machines also included UV ink mark detection.

**Digital Signature**

Another security feature is the use of digital signatures in signing election returns and certificates of canvass. A digital signature is an electronic signature of a person affixed on an electronic document. The election returns generated by the vote counting machines, and the certificates of canvass generated by canvassing and consolidation servers, are
in themselves electronic documents. Digitally signing these documents ensures that the contents are protected against tampering and preserves the documents’ integrity. The identity of the signers of the digitally signed election returns and certificates of canvass may independently be verified by the receiving parties.

Digital signing may be done with the use of a PKI, which is the procedure referred to in the definition of an electronic signature. The PNPKI (see discussion on e-government in the previous section) was established and is operated by the DICT. Members of the Electoral Boards and the Boards of Canvassers are functionally required to register with the PNPKI in order for them to use the facility for purposes of digitally signing the elections returns and certificates of canvass.

The digital signing requirement is provided in the following provisions of RA 8436:

- The last paragraph of Section 22 provides: “The election returns transmitted electronically and digitally signed shall be considered as official election results and shall be used as the basis for the canvassing of votes and the proclamation of a candidate.”

- The last paragraph of Section 25 provides: “The certificates of canvass transmitted electronically and digitally signed shall be considered as official election results and shall be used as the basis for the proclamation of a winning candidate.”

Some may argue that these provisions do not identify who shall digitally sign the electronically transmitted election returns and the electronically transmitted certificates of canvass. However, RA 8436 also effectively superseded the Omnibus Election Code or Batas Pambansa Blg. 881, which required that the election returns be signed by the members of the Board of Election Inspectors and that the certificates of canvass be signed by the members of the Board of Canvassers at all levels of canvassing of votes.

In recent automated elections, the mechanism implemented in the vote counting machines and the canvassing and consolidation servers was one that affixed “machine digital signatures” to the respective election returns and certificates of canvass. The respective members of the Boards of Election Inspectors and Boards of Canvassers would initiate machine digital signing following the entry or encoding of their respective passwords into the machine, prior to the printing and electronic transmission of the election returns and certificates of canvass.

Questions may be raised whether this mode of digital signing is consistent with legally recognized digital signatures under Philippine law. It should be noted, however, that digital signing is an act performed by a person, not by a machine.
Voter-Verified Paper Audit Trail

Among the minimum system capabilities required by law is the provision for voter-verified paper audit trail (VVPAT), popularized as “resibo,” as well as a system of verification for voters to find out whether or not the machine registered their choice. However, neither of these required features was present in the precinct count optical scanner (PCOS) used in the 2010 and 2013 elections. The VVPAT was activated only in the 2016 elections, following the promulgation of a decision by the Supreme Court (Bagumbayan-VNP v. COMELEC, 2016), which ordered the COMELEC to enable the printing of the VVPAT. The delay in the implementation of these audit trail requirements, despite the explicit requirement of the law, is indicative of implementation issues of a law for the adoption of new technology.

Advanced Encryption Standard Network Security

Vote counting machines were deployed in close to a hundred thousand clustered precincts nationwide. Each vote counting machine is set to connect to its corresponding canvassing and consolidation server at the city or municipality, only after the election return has been prepared and the first few copies printed. This gave potential hackers a very short window of opportunity to interrupt or intercept the transmission of election results.

The canvassing and consolidation servers were open for a long period while waiting to receive transmissions from various sources (city/municipal level from the respective vote counting machines; provincial level from city/municipal servers; and national level from the provincial servers). While the window of opportunity left by the server is an obvious concern, there have been no reports of security incidents at any of the canvassing and consolidation servers at all levels of vote consolidation.

Data Security

The AES ensures that data at rest and in transit are protected against attacks to its integrity. Several of the system’s features are designed to guarantee data security associated with the ballots and returns.

Encryption is a key means to ensure the integrity of the vote documents. Stored images of the ballots are encrypted. Even if hackers are successful in breaking into a vote counting machine, they would have a hard time breaking into each ballot. The election return is also encrypted prior to transmission so that even if hackers were able to intercept the transmission, it would require time to decrypt and manipulate the election return. Even if they are able to do so, hackers would have to find another opportunity to insert and transmit the manipulated election results.

The limited and controlled lines of transmission of data are also crucial to data security. In previous polls, election results from vote counting machines and canvassing and consolidation servers were transmitted through direct subscriber lines (DSL), general packet radio service (GPRS), satellite terminals known as very small aperture terminal (VSAT), and broadband
global area network (BGAN). The election returns were transmitted to three destinations: the city or municipal canvassing and consolidation servers, the COMELEC’s central server, and the transparency server. Copies of election returns received at the three destinations may be compared with each other to check if one or two copies have been compromised. This, however, has not been done in the past four elections where the AES was used.

*Internal Threats*

There were no reports of external interference in the AES network or its components. Insider threat, however, has not been completely ruled out. The possibility of insider threat has been demonstrated, for example, in 2010, when the supplier simply corrected the number of voters displayed at the COMELEC canvassing and consolidation for the Senate and party-list contests, as well at the canvassing and consolidation for the presidential and vice presidential contests in Congress. In 2016, the vendor’s programmer, without first seeking proper authority, corrected the display of the names of candidates with the letter “ñ.”

*Local Source Code Review*

The AES technology that is selected by the COMELEC is open for source code review. The last paragraph in Section 12 of RA 8436 particularly provides:

> Once an AES technology is selected for implementation, the Commission shall promptly make the source code of that technology available and open to any interested political party or groups which may conduct their own review thereof.

Notwithstanding the right of interested parties and groups to conduct source code review, the exercise of this prerogative has been hampered by limitations imposed by the developers of the system. The software used with the AES is proprietary, and the vendor exercises proprietary rights over the software. Even as RA 8436 does not expressly provide for restrictions on how the source code review is to be conducted, such limitations have in fact been in place, with the software developers invoking their proprietary rights. Such limitations include the following:

- Local source code review was done in a secluded location, and done only by approved reviewers.
- None of the reviewers can bring in any electronic device in the review location.
- While the reviewers had pens and notebooks with which they took notes, the notebooks had to be surrendered at the end of each review session.
- The conduct of the review was guided by a vendor representative, focused on preagreed sections of the source code.
- The version of the source code provided was a read-only copy.

These restrictions imposed on the conduct of source code review are arguably contrary to RA 8436. More fundamentally, they could even be infringing on the constitutional right of the people to information on matters of public concern.52
**Accuracy of the Vote Count**

The accuracy of the vote count is verified after the close of polls on the day of the election through the conduct of the random manual audit (RMA) as required by RA 8436, as amended. Table 4 shows the comparative details of the RMA results in the past four national and local elections.

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of legislative districts</th>
<th>Target sample size</th>
<th>Completed</th>
<th>Completion rate (%)</th>
<th>Total number of sample registered voters who actually voted</th>
<th>Overall accuracy rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>229</td>
<td>1,145</td>
<td>1,046</td>
<td>91.4</td>
<td>540,942</td>
<td>99.5980</td>
</tr>
<tr>
<td>2013</td>
<td>234</td>
<td>234</td>
<td>212</td>
<td>90.6</td>
<td>111,251</td>
<td>99.9747</td>
</tr>
<tr>
<td>2016</td>
<td>238</td>
<td>715</td>
<td>687</td>
<td>96.1</td>
<td>330,813</td>
<td>99.9027</td>
</tr>
<tr>
<td>2019</td>
<td>246</td>
<td>715</td>
<td>711</td>
<td>99.4</td>
<td>403,839</td>
<td>99.9953</td>
</tr>
</tbody>
</table>


Based on the benchmark accuracy rate of 99.995% of the vote counting machine set in the 2010 Request for Proposal, only the 2019 RMA outcome met the accuracy requirement.

A 99.995% accuracy rate translates to 1 vote mark erroneously read by the vote counting machine out of 20,000 vote marks. This means that in 2010, the PCOS erroneously read around 80 vote marks out of 20,000 vote marks. In 2013, around 5 vote marks were erroneously read. And in 2016, the machine erroneously read approximately 19 vote marks. The varying outcomes of the RMA may be attributed to humans assessing the vote marks. By simply looking at a vote mark, the human eye will easily fail to determine if the size of a vote mark passes the defined threshold or not.

**Notable Issues Arising from the Conduct of Automated Philippine Elections**

The same AES had been used in the national and local elections held in 2010, 2013, 2016, and 2019, each attended by issues and problems. Despite security measures put in place and the high level of vote count accuracy as reflected in the RMA results after each election, several issues remain a cause for concern.
Several issues emerged especially during the first conduct of automated elections in 2010:

- During the conduct of the final testing and sealing of the vote counting machine, errors in the counting of votes were detected. It turned out that the side of the ballot that had the local contests was redesigned from having single-spaced lines to double-spaced lines. The error caused the recall of all compact flash cards that contained the voting precinct configuration files nationwide.

- Among the security features then present in the ballot was the UV ink mark. However, on testing, the vote counting machine failed to detect the UV ink mark. The COMELEC resorted to disabling the UV ink mark detection feature and was forced to buy handheld UV ink mark readers for use by the Board of Election Inspectors. It was explained by the COMELEC that as ballot printing was quickly approaching the deadline, the ballots needed to be printed faster, resulting in the printing of the UV security feature at a lower ink density, which caused the UV ink detection to fail.

- Reports emerged after the election that the election returns had varying date and time stamps. According to its supplier, this was a result of batteries getting dislodged during transport of the vote counting machines.

- The PCOS had an external console port, which allowed a device like a PC or laptop to be connected to it. Accessing the machine internals did not require any password.

- The national canvassing and consolidation server at the COMELEC, which was used to aggregate the votes garnered by candidates for senator and party list displayed three times the number of registered voters.

- The national canvassing and consolidation server that was used by Congress (which is tasked by the Constitution to conduct the official canvass of votes for president and vice president) displayed five times the number of registered voters.

- As mentioned earlier, the AES used in 2010 failed to provide for a VVPAT and a system of verification for voters to find out whether or not the machine registered their choice. These features would not be provided for until 2016.

Since the initial AES in 2010, certain issues in the conduct of the 2013, 2016, and 2019 automated elections still emerged:

- The number of nontransmitted election returns increased from about 8,000 in 2010 to about 18,000 in 2013.

- In 2013, digital lines were found on ballot images in 11 out of 234 PCOS machines that were covered by the RMA, potentially impacting some 2,199,600 ballots.

- In 2016, observers at the transparency server operations saw that the names of candidates with the letter “ñ” were not being displayed properly. Hearing of the problem, a programmer of the software developer went ahead to apply corrections without first seeking proper authorization. Because of this, the election results
were delivered with conflicting hash codes through the transparency server. Consistent hash codes would have indicated that the election returns were free from tampering and had their integrity intact. The unauthorized action led some parties to allege vote manipulation.

- In 2019, the conveyance of election returns to election monitoring organizations, political parties, and media was halted within the first half hour of election returns transmission from the transparency server. This delay led to public concerns of vote manipulation to be raised anew. While efforts to show that none of the election returns were lost and that integrity was preserved, the cause of the glitch has never been completely explained.

Education

Following the COVID-19 pandemic, the Philippines has been forced to undertake policies that enable education technology as a means of implementing remote learning. With schools being potential hotspots of infection, the Philippine government decided to defer in-person classes until a vaccine becomes available (Al Jazeera, 2020). This has left students with remote learning, ideally from home, as the only option for continuing their education in the new normal, notwithstanding their households’ capacity to access the Internet.

Public conversation has naturally focused on how remote learning will be implemented across all levels of education (Austria et al., 2020). Under K-12 alone, over 21 million students were enrolled for 2020–2021 (Montemayor, 2020). While centers of higher education tend to have more experience with remote learning compared to basic education institutions, many are still struggling with implementation due to Internet connectivity and other woes. According to the Commission on Higher Education, only 20% of state universities and colleges are equipped to conduct online classes (Gonzales, 2020a).

The DepEd, for its part, has committed to providing learning resources to all students using a mix of new and traditional media (Arcilla, 2020). But what has gotten much less attention from stakeholders are the potential security risks that arise from this new dependence on education technology.

**EdTech in the New Normal**

Education technology, also known as EdTech, refers to the use of technological tools, platforms, and services to enhance the education process for both teachers and students. EdTech has existed long before the pandemic began, in the form of comprehensive digital learning platforms, course management systems, massive open online courses (MOOCs), and even simple educational videos. In many cases, the goal of EdTech has been to complement—not replace—the classroom experience. This concept of combining online learning with classroom instruction is a growing branch of teaching called “blended learning.”

Educational institutions have now been forced to rely on remote learning, entirely in some cases, in lieu of face-to-face classroom instruction. Some commentators have already expressed
opinions about the merits of relying solely on EdTech from the perspectives of accessibility of online platforms and educational effectiveness. However, commonly overlooked issues involve the accessibility of devices and Internet connectivity, and the security and privacy risks that come with EdTech’s surge to prominence in the new normal. Imagine all the millions of students and teachers suddenly needing to use technology full time. It is already difficult to get students, parents, and teachers to replace their display names or photos during online meetings, much more to require them to more comprehensively understand and practice information security.

Notably, the DepEd does not expect all students to use EdTech due to the poor state of connectivity in the country (Arcilla, 2020). Only 22% of public schools have access to the Internet, and DepEd, in preparation for remote learning, has allotted PHP 700 million to connect 7,000 public schools and coordinated with the DICT on the rollout of free Wi-Fi in public schools (Ramos, 2020b). In terms of household access, data from the 2019 National ICT Household Survey shows that although 95% of households have electricity, only 18% have access to the Internet at home, and 24% of households have communal computers (DICT, 2019).

The agency identified other modalities for home-based learning, including the use of printed self-learning modules, wherein printed collaterals and workbooks are distributed to students physically due to poor Internet connectivity and lack of access to appropriate devices, such as laptops and tablets. These are mostly available for schools in coastal areas, far-flung provinces, and communities without access to the Internet or electricity (DepEd, 2020). DepEd is also developing content for TV and radio, which, although may fall under the broad umbrella of EdTech, does not offer the same interactive experience as online learning. For the purpose of this report, EdTech refers to online solutions that use digital technologies.

**Security Risks of EdTech**

The privacy and security risks that come with giving young students access to resources on the Internet have existed for years. Online platforms often collect sensitive information from students, in addition to potentially sensitive data such as photos and videos. Improperly secured, this information could fall into the wrong hands and be used for identity theft and other similar crimes (Muncaster, 2018). For younger children who may be especially more trusting, this is a major concern as they can leave on cameras and microphones and may freely give information. In one instance, a cybercriminal group stole data from EdTech platforms and used children’s information in various extortion schemes against the students’ parents (Sullivan, 2019).

EdTech would be generally regulated by general laws on data protection, such as the European General Data Protection Regulation and the Philippine Data Privacy Act (Common Sense, 2019). This alone, however, is no assurance that any given platform will keep data secure. In 2019, for example, a study found that 80% of the most popular EdTech failed to
meet adequate levels of privacy protection, despite the existence of regulations (Common Sense, 2019). The major reason is the analog gap. Content and information are secured in these centrally managed platforms, which are normally suitably protected. However, when a student or teacher produces or consumes content, it still has to be rendered on a screen, played back on speakers, or downloaded into a device. The digital information leaves the protection of the centrally managed and secured platforms. This content or information, converted from digital to analog in order to be perceived by humans, is what can be stolen or exploited.

Educational institutions must exercise due diligence to ensure that the EdTech they use follow best practices. Even then, there is always the risk of data breaches arising from attacks or negligence. They must also ensure that proper awareness campaigns are conducted regularly to ensure that students, parents, and teachers understand information security and privacy risks.

In September 2020, the Data Privacy Council Education Sector (DPCES), a group composed of private and public universities in the country, released a set of recommendations to ensure adequate data protection in the management and implementation of online learning (DPCES, 2020). Days before the scheduled start of classes in October, the NPC also issued Bulletin No. 16, providing a list of privacy guidelines for K-12 classes online learning for students, parents and guardians, teachers, and schools. The guidelines aim to protect personal information of the students as they engage in online learning (NPC, 2020b).

What makes EdTech particularly risky is that it is designed to be used by children and young people—a demographic that is unlikely to be fully aware of online dangers. Children are less likely to identify threats, such as compromised links, phishing attempts, and malware executables, leaving them vulnerable to attacks from malicious actors. Similarly, young people are less likely to discern what information they should or should not share online, which can be exploited by criminals in various schemes.

Beyond threats to data privacy, there are also other risks inherent to moving education online. Disruptions to online platforms due to DDoS or other attacks can leave students and teachers unable to access lectures, projects, and other activities (Fritchen, 2019). Attacks resulting in data loss, meanwhile, can have dire consequences, such as lost grades and schoolwork that can set back a school year (Fritchen, 2019). Also common are the attacks on university student portals, as what happened to Polytechnical University of the Philippines and Far Eastern University. Fortunately, no sensitive student information was compromised (Bernardo, 2020).

More students online means more user data to steal, making EdTech an even more attractive target for malicious actors. The attack surface in the education sector has become so big as to be potentially lucrative for malicious actors. Even platforms with a previously clean track record may have unexploited vulnerabilities, leaving them vulnerable to criminals taking advantage of the pandemic (Vijayan, 2020). Criminals are also using COVID-19-themed phishing attempts and other similar attacks, which impressionable young students may be particularly vulnerable to.
Mitigating Risks to EdTech

Shifting education online must be as secure and reliable as possible, both to minimize disruptions to learning and to keep students safe. Students, parents, and teachers need to be aware of the following threats that come with EdTech:

Identity Fraud. Cases of impersonation online is a problem for both teachers and students. For educators, issues can arise when they cannot verify whether it is actually the student doing classwork, submitting projects, and performing other requirements. In some cases, enterprising criminals even offer paid services to take online exams on behalf of students (Newton, 2015). Cases of impersonation can harm the legitimacy of diplomas and online certifications, affecting even students who have done everything by the book.

For students and parents, impersonation becomes a problem when teachers’ accounts get taken over by malicious actors. In such cases, the person pretending to be a teacher may use the account to ask for students’ pictures, personal information, and other sensitive data (Fritchen, 2019). Institutions should make sure that the EdTech they use has some form of verification process (such as having to show themselves on video) or, barring that, create a process of their own.

Fake Information. The sheer amount of false information online is a problem that affects the entire Internet, not just EdTech. However, as young students are less likely to discern between trustworthy and questionable sources of information, there is a real risk that students will fall prey to misinformation. EdTech relies on providing students access to the incredible amount of information on the Internet; however, educators need to teach students the proper skills to identify and avoid unverified, fake, or misleading information. It is generally safer for institutions to specify safe, authorized, and certified communications channels. It is best to avoid using public chat groups, forums, and platforms and instead use official institution email or other communications platforms, if available. For younger children, closed-loop and private systems are generally used, as no outside communications can come into the system. In some cases, moderating these channels adds a further degree of security. This prevents unauthorized and frequently unsavory messages from making it into the system.

Fake EdTech Platforms. As technology has evolved, diploma mills and other providers of fake credentials have moved their business online (Trines, 2017). Some diploma mills are now masquerading as legitimate institutions, especially for higher education. These websites pretend to be legitimate distance learning institutions, promising a quick and easy way to get a degree online (Trines, 2017). Potential victims are often enticed by supposedly “accelerated” programs that lead to a degree in a few weeks, or promises to convert work experience to academic credits. Students will have to take care to check that the institution they are signing up with is legitimate, accredited by LGUs, DepEd, or Commission on Higher
Education, and has a proven track record of producing legitimate graduates. As with anything procured in the open market, caveat emptor.

*Phishing Attacks.* These attacks use various social engineering tactics to convince teachers or students to send financial and other sensitive information. One education body has described phishing as the greatest security threat to EdTech, emphasizing the need to protect both students and teachers from this threat (Garry, 2019). As phishing relies on misdirection, a lack of awareness, or negligence, protecting against phishing means giving users the proper skills to detect such attacks. The fact that young students might not have the capacity to learn such skills yet adds another layer of difficulty. Educational institutions can help mitigate this risk by coursing all communications through a single, secure platform and teaching students that only communications through that platform are legitimate.

**Practicing Safe Education Online**

Successful education involves the cooperation of educators, students, and their parents; similarly, the task of securing EdTech is a group effort.

On the part of teachers and institutions, the first step is to follow good cybersecurity practices for all EdTech: ensuring all software is up to date, properly storing passwords and credentials, and keeping student information safe, among others. At the very least, online safety must be made part of developing education content and curriculum planning. As schools may opt to go with third-party EdTech, institutions should conduct due diligence on platforms used, to ensure that they follow good practices and have satisfactory privacy and security policies. Similarly, schools should conduct regular security audits of their EdTech to ensure the continued security of their platform of choice.

Organizations and institutions that have built and deployed these online platforms must have the proper information security tools and practices in place. Apart from identifying and protecting their assets and users, educational institutions must also have the proper people, processes, and technology to detect, respond, and recover from these threats.

In information security, people and organizations are only as strong as their weaknesses. All stakeholders must make an effort to increase information security awareness and improve cyber hygiene. No matter how secure the centrally managed platforms are, the users are always vectors of attack. With more frequent and various uses of digital platforms by more people, sectors that may not have been historically attractive to bad actors are now interesting.

For parents and students, it is important to learn what security features are available on the EdTech platform they are using and to follow the recommended guidelines to minimize exposure to risks online. Users should also limit the personal information they share, even on EdTech platforms. Avoiding suspicious emails and websites can also help prevent data theft and other potential attacks. Practicing good cyber hygiene is essential.
Pertinent laws to protect Filipinos from abuses in cyberspace are already in place, such as the Data Privacy Act and the Cybercrime Prevention Law. The NPC and private groups like the DPCES have also issued guidelines to ensure safe online learning and protect the personal information of students. In some countries, like the United States, specific laws for the protection of students have been enacted, such as the Children’s Online Privacy Protection Act, the Protection of Pupil Rights Amendment, and the K-12 Cybersecurity Act.

Government bodies also have an opportunity to ensure the security of EdTech. Ensuring that all schools and EdTech providers follow the applicable privacy laws is an important step to securing students’ data. Educational institutions, and the DepEd in particular, may explore partnerships with industries and private sector companies who are engaged in the business of security and have effectively protected their data, to harness expertise in addressing vulnerabilities in privacy and security risks in online learning.

A forum for educators to share their practices and policies would be very helpful, particularly for those institutions with scarce resources. Publishing a list of best practices for schools to abide by is another way to enhance security, similar to those published by the U.S. Department of Education’s Office of Educational Technology. An assistance center may also be set up, as well as protocols for the timely reporting and response to privacy concerns or incidents in online learning.

Finally, continuous information and education campaigns will be vital. DepEd has made strides on this and partnered with Globe, Plan International Philippines, and UNICEF SaferKidsPH to design e-modules on proper online behavior (Malipot, 2020).

While security online will always be a question of risks and probabilities, embracing EdTech is crucial in facilitating the education of an entire generation now faced with a pandemic and going forward in a post-COVID-19 world. The key is to ensure that technology allows learning to continue in a safe and effective manner in the new digital normal.

---

**Working from Home**

Even before the disruption of the COVID-19 pandemic, there has been increasing recognition that the future of the Philippine workplace will partly be in homes. Challenges such as the traffic situation in Metro Manila and unnecessary overhead costs have made telecommuting a more enticing alternative for both business owners and employees. The emergence of work-from-home (WFH) arrangements led the Philippine Congress in 2018 to enact RA 11165, also known as the Telecommuting Act. This law recognizes the practice of telecommuting, or work arrangements that allow private sector employees to work from an alternative workplace with the use of telecommunication and/or computer technologies. Thus, the same workplace entitlements and protections were accorded to employees who performed their tasks under WFH arrangements.

The COVID-19 pandemic has put unprecedented stress on the country’s labor force, as quarantine measures have limited movement and forced many businesses to temporarily
WFH leverages digital technology to move business operations online, with employees clocking in virtually and businesses providing access to their internal networks using virtual private networks or similar solutions over the public Internet.

The Philippines’ Department of Labor and Employment puts the number of establishments implementing WFH at 2,662 as of April 24, 2020, equivalent to 70,649 workers (Jaymalin, 2020). This number seems severely understated, given that many the country’s knowledge workers in the business process outsourcing (BPO), IT, and telecommunications space are currently under WFH arrangements (Campos, 2020). As quarantine measures persist, these numbers have likely gone up, and so has the number of networks that are potentially at risk of cyberattacks.

**What is at Stake with WFH**

Despite prior measures, such as the enactment of the Telecommuting Act, it was evident that not even technology-dependent businesses were prepared for the sudden en masse transition of their workforce to home office arrangements. Even BPO firms were deemed “largely unprepared for a total work-from-home model and had to overcome challenges related to internet access, equipment transfers, and clearance requirements from clients“ (Salazar, 2020).

WFH arrangements also present new or evolved security threats to a business’s cyber assets. In order for WFH to be possible, organizations have to release information and provide access to systems over public networks. This creates the added risk of these systems and information possibly falling into the wrong hands. The consequences of such leakage to finances and business reputation could be significant.

**Cyber Risks of WFH**

*Cloud Services and Virtual Private Networks*

Working remotely entails connecting an internal network to the public Internet in order to provide access to business services and resources, opening the proverbial Pandora’s box. Two of the most common ways to work from home are (1) using a cloud service provider to host the organization’s network or (2) facilitating access to the internal network from the Internet using a VPN. In short, either “put what we have outside” or “let people in.”

A cloud service provider is an entity that provides cloud-based platform, infrastructure, application, or storage services, to other organizations (Microsoft, n.d.). It hosts other entities’ data and services on their servers, then users send their login credentials to the cloud provider’s servers, which then grant access to an organization’s resources. This is what it means to put what we have outside.
A VPN is “an encrypted connection over the Internet from a device to a network” (Cisco, n.d.). Once a user logs in to their organization’s VPN client, the VPN creates an encrypted tunnel through which all traffic to and from the business’s internal network is coursed. This is letting people in.

Regardless of what method is used to provide remote access, the integrity of all parts of the network is paramount to ensuring the security of sensitive business data and services. Modern cryptography and virtualization technology have made both options quite secure and accessible. It is good practice for one to go as far as to apply both technologies. Unfortunately, WFH makes such practice much more difficult to implement due to the complexity of managing the security for tens, hundreds, or even thousands of employees remotely. Given time, most organizations can roll this out. But with the pandemic and mobility restrictions, many organizations only had a few days to make it work.

Businesses can ensure that only authorized individuals get access to digital resources and services through what are known as identity and access management (IAM) systems. The implicit assumption of IAM is that anyone with the correct login credentials—in most cases, a username and password—is who they say they are, and therefore have authorized access to the network. Under WFH conditions, however, there is an increased risk of credentials leaking due to compromised devices, social engineering attacks, dumpster diving, or a combination of these. These problems can be especially pronounced for organizations that previously did not implement remote work and only did so out of necessity due to lockdown conditions.

**WFH and Compromised Devices**

Regardless of how remote access is facilitated, security relies on the integrity of all devices connected to the network. In an office environment, this is usually done through strict IT controls, which include managed devices, network filters, and strict access policies for IT assets.

Under WFH, however, IT management and support of employee devices must be done remotely. For some organizations, even managing on-site network and device infrastructure has become harder due to the lockdown limiting the movement of employees.

While it is not impossible to continue managing device security—tasks such as installing software or applying critical updates can be done remotely, for example—it is undoubtedly much harder to do so on the massive scale necessary for WFH. WFH has exponentially increased the already steep learning curve of managing security from afar, especially for businesses without prior experience with remote work.

Further complicating the picture are the practical difficulties inherent of BYOD policies, where employees are allowed to use their personal devices to access the organization’s network.
and other IT resources, rather than companies issuing dedicated work devices to employees (Citrix, n.d.). Organizations that did not, or could not, issue dedicated devices—such as phones, tablets, and personal computers—to employees before the lockdown now have no choice but to implement BYOD policies.

Unfortunately, personal devices are often lacking in security due to a combination of poor security awareness and risky online behavior from users. Personal computers often have outdated antivirus software and may also be used to download illicit and often malware-ridden content from the Internet, such as pirated software. Smartphones may contain questionable apps or be used to visit compromised websites.

Organizations with existing BYOD policies before the pandemic are better prepared, both in terms of securing users’ personal devices and instilling secure behavior among employees. Those who have been forced to adopt BYOD due to the pandemic now have to contend with the possibility of thousands of unsecured devices being used to access organization resources and data, opening themselves to a potential data breach.

Businesses may, therefore, be exposing themselves by allowing access to their networks from unsecure devices. Should device vulnerabilities lead to IAM credentials falling into the wrong hands, cybercriminals can gain access to sensitive business information, disrupt operations, or in a worst-case scenario, take over an entire system.

Even if end users’ devices are safe, however, the security of WFH cannot be assured, as there are other opportunities for IAM credentials to leak.

Any remote device accessing business resources will have to go through a network of networks—the Internet. In practice, this means layers of network equipment and infrastructure that are beyond the control of an organization. Vulnerabilities, such as compromised routers (Seals, 2020), fake network switches (Jaffee, 2020), and network equipment with backdoors (Cimpanu, 2020b) are all possible avenues where IAM credentials can be intercepted and stolen. This is why the appropriate information security technologies must be applied to reduce the risks.

While service providers generally work to ensure the security of their networks, and although practices such as encrypting traffic through a VPN can mitigate the risk, organizations need to be aware that WFH compounds threats that did not exist or were minimal when the majority of employees worked on-premises. It is generally best practice for employees and organizations to secure their own systems and connections, regardless of the work arrangement.

**Third-Party Provider Security**

With many organizations forced to adopt WFH in order to survive, businesses might have felt pressure to obtain the services of a cloud service or VPN provider as quickly as possible. Unfortunately, not exercising due diligence with this decision could be massively harmful to an organization’s security.
Numerous examples exist of disreputable service providers compromising their clients’ security, leading to data leaks or even interrupting operations. In one case, VPNs that promised not to log their customers’ activities—an important security feature for business and individual users alike—not only logged them but also leaked the data through poor security practices (Kan, 2020). Similarly, cloud providers that fail to adequately secure user credentials can lead to attackers gaining access to business data and services (Cimpanu, 2020a).

Even well-meaning and respectable service providers can be subject to cyberattacks. In the case of Dave, a U.S.-based banking app, a large amount of data was leaked due to an issue with one of their identity providers (Schwartz, 2020). Due diligence is necessary, but appropriate controls must also be put in place to limit the damage of exploits.

All these emphasize the importance of choosing the right provider for remote operations. Unfortunately, security considerations dictate that only providers are privy to the full details of a VPN or cloud service’s operations. Without this firsthand information, businesses have no choice but to take providers’ commitments at face value. Organizations should, therefore, look at other measures of a provider’s trustworthiness, such as corporate ownership and market position, to hedge against the possibility of an unsecure provider.

Social Engineering Attacks

A 2020 survey by Malwarebytes revealed that almost 45% of employees have not undergone cybersecurity training that was focused on the potential threats of WFH, making the employees the weakest link.54

Social engineering attacks have been a significant cybersecurity risk even before the onset of the pandemic. These attacks, which involve tricking employees into divulging credentials or providing access to unauthorized users, represent a significant proportion of data loss or theft cases (Pilette, 2021; Draper, 2020). In other cases, attackers trick employees into transferring money to them—a larger scale, and likely a more profitable scam, relative to the common Nigerian prince scam (Australian Competition and Consumer Commission, 2020). With many employees working from home, cybercriminals are taking advantage of unfamiliar working conditions and pandemic-related anxieties to conduct attacks on employees and organizations.

Some attackers are using COVID-19-themed lures to bait individuals into giving up personal information in widespread phishing schemes (Trend Micro, 2020). BEC attacks are also on the rise, preying on employees who are just getting used to conducting all communications
and activities over the Internet (Trend Micro, 2020). Compared to general phishing attacks, BECs are much more sophisticated and harmful. Attackers spoof the business email address of a trusted, usually a more senior organization member (such as a CEO) to gain the trust of one or more targeted employees. These employees are then tricked into making fraudulent wire transfers to overseas accounts, often leaving businesses with little recourse to get back their stolen money.

What is clear is that employees represent a serious point of vulnerability to organizations that are just getting used to WFH. Even the most secure systems can fall prey to an erring employee through an act as simple as sending their account password to an attacker pretending to be a colleague. In more innocuous cases, this may result in a relatively minor annoyance—such as a Zoom bombing after an employee inadvertently shares a meeting link publicly (O’Flaherty, 2020). In others, however, social engineering attacks on employees can lead to serious financial and legal ramifications on businesses.

**Securing WFH**

There are several recognized best practices that individuals and enterprises can adopt to enhance cybersecurity within WFH arrangements.

*Secure Connectivity.* Secure Internet connectivity is crucial in enabling employees to continue to gain access to company assets and resources. VPNs and software-defined wide-area networks have become essential tools in providing the requisite security for these connections.

*Secure Access to Systems and Applications.* Work resources must be made accessible in a safe and secure manner. For example, developers must get access to source code, call center agents must get access to customer information, and many more. These systems can be deployed in the cloud. Whether private or public, cloud access provides the infrastructure to host these applications and make them accessible to remote users. Gone are the days of having applications installed solely in one’s workstation. Virtualization technology provides applications with multiple options on where to reside, with many of them providing good accessibility. This can also apply to entire desktops and applications with technology, such as virtual desktop infrastructure (VDI) and application virtualization (AV). VDI allows access to one’s entire workstation, while AV allows an application to be virtualized in order to be accessed anytime, anywhere, on any device. This portability is necessary when implementing WFH.

*Managing One’s Identity.* To ensure that only authorized individuals get access to digital work resources and services, businesses implement IAM, which involves assigning identities to all users and managing the privileges they have in the business network (Strom, 2018). In this way, for example, only management can gain access to top-level financial information, and employees only access data and services relevant to their work. IAM is critical to ensuring both the internal (involving organization members) and external (involving outside actors) security of the network.
Failure to properly implement IAM can lead to loss of business data and disruption to operations and processes. Particularly when financial or customer data is involved, IAM failure can also lead to legal liabilities for the organization, as provided by the Data Privacy Act and other pertinent regulations.

Ensuring that IAM systems are secure is, therefore, critical to an organization’s overall cybersecurity posture. When implemented for a local network, IAM systems can be secured by storing all user credentials—usernames, passwords, and anything else used to gain access to the system—in a centralized, secure, authoritative source (Microsoft, 2021). This makes it more difficult for outside actors to steal credentials that can be used to gain network access. The rise of WFH, however, complicates the security of IAM by introducing new points of vulnerability in the system.

**Securing One’s Access Devices.** A major cause of stolen information is lost or stolen devices (WHOA.com, n.d.). This has become a larger risk as more people engage in WFH. Proper controls must be put in place to ensure that information is secure on these devices. Common tools in this space are mobile device management, which allows organizations to remotely wipe or remove data on lost devices and enforce information security policy; full disk encryption, which encrypts information in devices to prevent unauthorized use; and data loss prevention, which enforces policies to ensure that privacy-sensitive information is not being leaked. Protecting the end point has become a key aspect in a secure WFH environment.

**Managing the End-to-End Security Life Cycle.** Information security is not only about putting the right tools and technology in place. It is also about planning and responding to threats properly. An end-to-end life cycle approach must be taken when looking at information security.

The U.S. NIST information security life cycle specifies five key functions that must always be present: identify, protect, detect, respond, and recover (NIST, 2018a). An organization must be able to **identify** threats and see its risk profile in the context of its existing threat landscape to better prepare and implement the proper controls. It must also protect key assets and resources from these threats. This is the aspect that people focus mostly on when looking at information security tooling. An entity should also be able to detect when its controls do not work out and it is exploited. Even the best of preparations cannot prevent all forms of cyberattack. This is why an organization must be ready to **respond** if these attacks do happen in order to mitigate potential damages. Ultimately, it should be able to **recover** from security incidents. Any organization that is strongly dependent on IT and has a risk profile must strengthen all five functions of information security.
To ensure organizations mitigate the cybersecurity risks of WFH, businesses should create remote work policies that all employees should follow. WFH policies should, at the minimum, encompass the following areas:

* **Adopt an information security plan aligned with the five functions.** Organizations should set strict standards for what devices can be used to access the business’s data and resources. For business-issued devices, this can include limits on what hardware can be used with devices to minimize the risk of malware getting onto the system. Otherwise, businesses should include a BYOD component in their WFH policies that cover aspects such as mandatory antivirus software and limits on what other software can be installed on the system. In both cases, all software should be kept up to date to ensure the security of the devices.

To minimize the possibility of man-in-the-middle attacks, WFH device policies should also ensure that the devices are only used on trusted networks. This means avoiding the use of public networks in coffee shops and similar spaces, where the likelihood of someone snooping on network traffic is much higher compared to one’s home.

Attacks are bound to happen, and organizations need to be ready to respond to possible breaches or some other compromise of their data and resources. Emergency response plans should be updated to reflect the shift to WFH, taking into account that employees might not have immediate access to a supervisor or an IT department. Setting up a dedicated hotline or point person that will be available 24/7 to respond to any emergencies should be considered. In the same vein, the plans should reflect the increased risk that comes with a sudden large-scale shift to WFH.

* **Review initiatives with an information security lens.** The pandemic is a good opportunity, especially for companies who will be using cloud or VPN providers for the first time, to review the security and related policies of any third-party providers used by the business. This involves looking into not just the declared terms and conditions of the network but also any cybersecurity industry developments that might affect a provider’s reputation. At a minimum, business stakeholders must be made aware of what is at risk should their provider be compromised.

* **Cyber hygiene initiatives.** Promoting information security awareness and instilling a culture of cybersecurity are difficult tasks at the best of times, and pandemic conditions pose an additional challenge to teaching employees the best practices to observe online. Nonetheless, consistent reminders are necessary to give personnel the best chance at keeping their organizations’ digital assets safe on their own. Employees should at least be taught how to distinguish between legitimate communications and possible phishing attempts, ways to securely store account credentials and other sensitive information, and how to avoid possible sources of malware, such as pornography and other illicit sites.

For organizations that do not yet have plans in place, the shift to WFH presents a good opportunity to develop responses to any possible eventuality.
WFH is a strategy for remaining productive in these most challenging times. Organizations should exercise caution to ensure that WFH remains a boon and not a bane to their business. Mastering the ability to harness a distributed workforce that can function at any place at any time with any device is powerful, with or without a pandemic.

Benchmarking the Philippines vs. Other Countries

How does the Philippines fare in cybersecurity compared to other countries? This section presents the ranking of the Philippines vis-à-vis ASEAN members and other Asia Pacific countries using the Global Cybersecurity Index (GCI) and the National Cybersecurity Index (NCSI), which measure the capacity and institutional readiness of national governments to respond to evolving cybersecurity threats.

Global Cybersecurity Index

The GCI measures the commitment of countries to cybersecurity at a global level. A total of 25 indicators are measured in the GCI: (1) legal measures, (2) technical measures, (3) organizational measures, (4) capacity building, and (5) cooperation. Indicator scores are not provided in the report (International Telecommunication Union, 2019).

The Philippines scored 0.643 and ranked 58th among 193 International Telecommunication Union member states. Among the 10 ASEAN member countries, the Philippines ranked 6th. Compared with other countries covered in this review, the Philippines ranked 13th.

<table>
<thead>
<tr>
<th>Country</th>
<th>Score</th>
<th>Global rank</th>
<th>ASEAN rank</th>
<th>Rank in this review</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States of America</td>
<td>0.962</td>
<td>1</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Singapore</td>
<td>0.898</td>
<td>6</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Malaysia</td>
<td>0.893</td>
<td>8</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Canada</td>
<td>0.892</td>
<td>9</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Australia</td>
<td>0.890</td>
<td>10</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Japan</td>
<td>0.880</td>
<td>14</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>South Korea</td>
<td>0.873</td>
<td>15</td>
<td></td>
<td>7</td>
</tr>
</tbody>
</table>
The NCSI is a global index that measures “the preparedness of countries to prevent cyber threats and manage cyber incidents.” It is also “a database with publicly available evidence materials and a tool for national cybersecurity capacity building” (e-Governance Academy Foundation, 2020).

A total of 46 indicators are measured in the NCSI, spread across four categories: (1) legislation in force, (2) established units, (3) cooperation formats, and (4) outcomes/products.

The Philippines scored 63.64 and ranked 36th among 160 countries that responded to the NCSI. Among the 10 ASEAN member countries that responded, the Philippines ranked 4th. Compared with other countries covered in this review and that responded to the NCSI, the Philippines ranked 8th.

For baseline cybersecurity indicators, the Philippines scored high in terms of protection of personal data, with the presence of the Data Privacy Act. In terms of incident and crisis management, the Philippines also scored high in the fight against cybercrime because of the presence of a law on cybercrime prevention. It scored lowest in terms of protection of essential services, due to the absence of legislation that identifies essential services and require operators to manage cyber/ICT risks (e-Governance Academy Foundation, 2020).
### Table 7. National Cybersecurity Index Score and Ranking of Select Countries

<table>
<thead>
<tr>
<th>Country</th>
<th>Score</th>
<th>Global rank</th>
<th>ASEAN rank</th>
<th>Rank in this review</th>
</tr>
</thead>
<tbody>
<tr>
<td>Malaysia</td>
<td>79.22</td>
<td>16</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>United States of America</td>
<td>79.22</td>
<td>17</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Singapore</td>
<td>71.43</td>
<td>26</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>South Korea</td>
<td>68.63</td>
<td>29</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Canada</td>
<td>66.23</td>
<td>30</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Australia</td>
<td>66.23</td>
<td>31</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>Thailand</td>
<td>64.94</td>
<td>32</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Philippines</td>
<td>63.64</td>
<td>36</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Japan</td>
<td>63.64</td>
<td>37</td>
<td></td>
<td>9</td>
</tr>
<tr>
<td>New Zealand</td>
<td>55.84</td>
<td>49</td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>Brunei Darussalam</td>
<td>41.56</td>
<td>76</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>Indonesia</td>
<td>38.96</td>
<td>80</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>Vietnam</td>
<td>36.36</td>
<td>83</td>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>China</td>
<td>35.06</td>
<td>87</td>
<td></td>
<td>14</td>
</tr>
<tr>
<td>Lao PDR</td>
<td>18.18</td>
<td>117</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>Cambodia</td>
<td>15.58</td>
<td>123</td>
<td>9</td>
<td>16</td>
</tr>
<tr>
<td>Myanmar</td>
<td>10.39</td>
<td>140</td>
<td>10</td>
<td>17</td>
</tr>
</tbody>
</table>
Endnotes


2. Cybersecurity focuses on the protection of the CII or the computer systems and ICT networks of critical infrastructure. However, computers and ICTs are now integrated more and more into the design and functions of physical infrastructure. Over a decade ago, this was described by the U.S. Strategic Foresight Initiative (2011) as “cyber-physical systems.” Examples are smart grid technologies, automated traffic control systems, and smart water meters.

3. The U.S. Patriot Act (2001) defines “critical infrastructure” as “systems and assets, whether physical or virtual, so vital to the U.S. that their incapacity or destruction of such systems and assets would have a debilitating impact on security, national economic security, national public health or safety, or any combination of those matters.” The Cybersecurity and Infrastructure Security Agency offers an expanded definition to include “networks” (Cybersecurity and Infrastructure Security Agency, 2020).

4. The European Union defines “critical infrastructure” as an asset, system or part thereof located in member states, that is essential for the maintenance of vital societal functions, health, safety, security, economic, or social well-being of people, and the disruption and destruction of which would have a significant impact in a member state as a result of the failure to maintain those functions (European Union, 2008). For an indicative list of critical infrastructure sectors identified by EU members, see Commission of the European Communities (2005).

5. For Australia, critical infrastructure “provides services that are essential for everyday life” such that its “disruption could have serious implications for business, governments, and the community, impacting supply security and service continuity” (Department of Home Affairs, 2020b). A comprehensive list of critical information sectors can be found in Cyber and Infrastructure Security Centre (2021).

6. Singapore’s Cybersecurity Act (Cyber Security Agency, 2022) defines “critical information infrastructure” as “a computer or a computer system located wholly or partly in Singapore, necessary for the continuous delivery of an essential service, and the loss or compromise of the computer or computer system will have a debilitating effect on the availability of the essential service in Singapore.”

7. Malaysia defines “critical national information infrastructure” as “those assets (real and virtual), systems, and functions that are vital to the nation that their incapacity or destruction would have a devastating impact on national economic strength, national image, national defense and security, government capabilities to function, and public health and safety” (National Cyber Security Agency, 2022).

8. “Government” may include government facilities and functions, armed forces, civil administration services, and postal and courier services.

9. “Energy” may include electricity generation, transmission, and supply; oil production, refining, treating, storage, and transmission by pipelines; gas production, refining, treatment, storage, and transmission by pipelines, as well as liquefied natural gas terminals.

10. “Water” may include the provision of drinking water, control of water quality, and sewerage and wastewater systems.

11. “Communications,” for the purpose of this report, may include telecommunications as well as information and communications technology (ICT) comprising hardware, software, IT systems and services, and the Internet. It may also include radio communication and navigation, satellite communication, and broadcasting.

12. “Health” may include healthcare, medical and hospital care, and medicines and vaccines.

13. “Transportation” may include land, air, maritime, rail, inland waterways, ocean and short-sea shipping and ports, and logistics.
“Food” may include agriculture and grocery.

“Security” may include national defense.

“Chemical sector” may include production and storage/processing of chemical substances and pipelines of dangerous goods (chemical substances).

“Dams” may include water retention and control services as defined by the United States; separate from the water sector.

Metropolitan centers can be defined, classified, and updated by the National Economic Development Authority or the Philippine Statistics Authority.

“Personal information,” as defined in the Philippine Data Privacy Act of 2012 and used in this publication, refers to any information whether recorded in a material form or not, from which the identity of an individual is apparent or can be reasonably and directly ascertained by the entity holding the information, or when put together with other information would directly and certainly identify an individual.

“Processing” refers to any operation or any set of operations performed upon personal information including, but not limited to, the collection, recording, organization, storage, updating or modification, retrieval, consultation, use, consolidation, blocking, erasure, or destruction of data. See Section 3(j), Data Privacy Act (2012). “Personal information” refers to any information whether recorded in a material form or not, from which the identity of an individual is apparent or can be reasonably and directly ascertained by the entity holding the information, or when put together with other information would directly and certainly identify an individual. See Section 3(g), Data Privacy Act (2012).

For more information, see Memorandum Circular No. 18, s. 2020 (Civil Service Commission, 2020).


“Electronic government,” also known as e-government, is the provision of public services via the Internet, or more generally, the use of digital technology in support of government activities and processes. Also referred to as e-governance.

As of 2016, all functions of the Department of Transportation and Communication relating to communications have been transferred to the DICT. The National Computer Center was abolished, with their powers and functions transferred to the DICT. The NTC, on the other hand, is now an attached agency of the DICT for policy and budget purposes.

In the amendments to the Revised Rules on Evidence issued by the Supreme Court (2020a), “the introduction and appreciation of electronic evidence were further refined” (p. 2). Also, see examples: *NAPOCOR v. Codilla* (2007), *MCC Industrial Sales v. Ssangyong Corp.* (2007), *Torres v. PAGCOR* (2011), and *People v. Enojas* (2014).


PHP is an open-source, general-purpose scripting language that is especially suited for web development and can be embedded into HTML (PHP.Net, n.d.).

In the first quarter of 2019, more than half of phishing sites were using SSL certificates (Interpol, 2021).
30  According to We Are Social and HootSuite, there are 4.2 million new Internet users in the country, an increase of 6.1% from January 2020 to January 2021 (Kemp, 2021).

31  Using digital payments regularly is defined as “active accounts making at least one transaction per month” (Massally, et al., 2019). In 2019, the BSP set a target of driving the share of digital payments to 20% by 2020 (Villanueva, 2020). But with the mobility restrictions under quarantine conditions during the pandemic, actual figures might exceed this target.

32  InstaPay is designed for urgent and small value transactions (BSP, 2020b). On the other hand, PESONet is designed for high-value transactions of companies, other businesses, government agencies, and individuals. It is the electronic alternative for transferring funds via checks (BSP, 2020c).

33  According to a report by TechWire Asia, GCash “had to upsize its e-wallet limits” in April 2020 in order to accommodate a growing user base doing online transactions (Devanesan, 2020). Its competitor, PayMaya, also partnered with local governments, like the City of Manila, for contactless payment.

34  According to BSP Governor Benjamin Diokno, this is part of the BSP’s “FinTech roadmap that is crafted to nurture a regulatory environment that allows innovations to flourish, yet still mindful that risks must be effectively managed and that the financial system remains safe and sound” (Diokno, 2019).

35  The BSP, through the Financial Inclusion Steering Committee, supports House Bill No. 8910 or the proposed Open Access in Data Transmission Act, which aims to promote the expansion of the country’s digital infrastructure.

36  “Telemedicine” is the use of ICT to provide medical services remotely. Telemedicine is most closely associated with remote doctor’s consultation (World Health Organization, 2010).

37  “Interoperability” refers to the ability of contact-tracing apps to exchange minimum information necessary, so users are alerted if they have been in proximity with another user who has tested positive for COVID. This should be applicable wherever the user is in the EU. See European Commission (2020, p. 3).

38  See, for example, NPC’s guide on the proper handling and protection of personal data collected from customers and visitors, which include (1) collecting only what is necessary; (2) being transparent; (3) using information only for the declared purposes; (4) implementing security measures; and (5) keeping the data only for a limited time (NPC, 2020).

39  See, for example, DICT Department Circular No. 003 s. 2020, which established the Philippine National CERT or CERT-PH (DICT, 2020).


41  Agencies with a role in water resources include the following: NEDA (policymaking and planning); National Water Resources Board (coordination and regulation), Department of Environment and Natural Resources (DENR), DOH, Department of Interior and Local Government (DILG), Department of Public Works and Highways (DPWH) (water quality and sanitation); Department of Agriculture (DA), NPC, DENR (watershed management); Board of Investments, Philippine Economic Zone Authority (PEZA) (integrated area development); National Anti-Poverty Commission–Water Supply Coordination Office, Department of Finance–Cooperative Development Authority, DPWH, Housing and Urban Development Coordinating Council, DILG, PEZA (water supply); National Irrigation Authority (irrigation); DOE, Power Sector Assets and Liabilities Management Corporation, NPC, Philippine Electricity Market Corporation (hydropower); DPWH, Office of Civil Defense, Department of Science and Technology (DOST), Metro Manila Development Authority (flood management); Philippine Ports Authority (ports); Bureau of Fisheries and Aquatic Resources, Philippine Tilapia Association (fisheries); NWRB, DOH, DPWH, DENR, DOST (data collection); DOST, DENR (research); DA (cloud seeding) (Alikpala & Ilagan, 2018, p.9).
42. These are government-owned airports that are classified by the Civil Aviation Authority of the Philippines as international airports, principal or domestic airports (Class 1 or Class 2), or community airports. See Bureau of Fisheries and Aquatic Resources (2013).

43. “Application programming interface,” or API, is a software intermediary that allows two applications to talk to each other (Red Hat, 2017). In e-government, API refers to a set of commands, functions, and protocols that allows organizations, such as the government, to create software that will expose capabilities of a particular e-government service to other services or application developers, thus allowing third parties to embed e-government capabilities into their own applications and enable multiple services and applications to provide a particular e-government service.

44. Also, see Memorandum Circular No. 005 s. 2017 on the protection of critical information infrastructure (DICT, 2017b).

45. PhilID is the third component of the PhilSys, the other two being the PhilSys Number and the PhilSys Registry. See Sections 6 and 7 of the Implementing Rules and Regulations of the Philippine Identification System Act (PSA, 2018).

46. The Social Amelioration Program had a budget of PHP 205 billion to be distributed to 18 million families at the rate of PHP 5,000 to PHP 8,000 per family, depending on the region.

47. The core technological infrastructure of the PhilSys is made up of four components: (1) registration kits, (2) automated biometric identification system, (3) systems integrator, and (4) card production (PSA, 2020b).

48. As of July 15, 2021, only 4.2 million individuals had registered (PSA, 2021a).

49. Data is being collected separately by the Bureau of Internal Revenue, SSS, GSIS, Philippine Health Insurance Corporation (PhilHealth), and Commission on Election (COMELEC), among others.

50. Section 11 of the Data Privacy Act provides, “The processing of personal information shall be allowed, subject to compliance with the requirements of this Act and other laws allowing disclosure of information to the public and adherence to the principles of transparency, legitimate purpose and proportionality.”

51. Section 5(e) of RA 8792 or the e-Commerce Act defines electronic signature as “any distinctive mark, characteristic and/or sound in electronic form, representing the identity of a person and attached to or logically associated with the electronic data message or electronic document or any methodology or procedures employed or adopted by a person and executed or adopted by such person with the intention of authenticating or approving an electronic data message or electronic document.”

52. The right to information includes access to “official records, and to documents and papers pertaining to official acts, transactions, or decisions, as well as to government research data used as basis for policy development.” See Section 7, Article 3 of the Philippine Constitution (Const., 1987).

53. “Cloud services provider” is an entity in the business of providing cloud services, such as a platform, infrastructure, application, or storage services, to other organizations. Refer to Cloud Services in Chapter 1 for a more detailed explanation.

54. Lack of training makes an organization vulnerable to attacks. The training, however, “must be tailored to the needs and responsibilities of individuals, teams, and departments,” which would be more effective than generic security advice (Whitney, 2020).
Findings and Recommendations for Improving Cybersecurity in the Philippines

"Cybersecurity needs to be a key priority of the Philippines if it intends to participate more meaningfully in, and benefit from, the fast-growing global digital economy."

The Internet is a transformative tool that allows the sharing of information at a pace and scope faster and larger than the world has ever seen before. It has enabled the distribution of economic opportunities globally, helping countries leapfrog development and achieve growth rates faster than those of the economies that thrived during the past industrial revolutions.

The COVID-19 pandemic, which forced the world to impose lockdowns, accelerated the digitalization process for many developing nations, including the Philippines. Businesses continued operation on a work-from-home arrangement. E-commerce was at an all-time high. Most of the companies who were able to adjust and survive the mobility restrictions were those who embraced e-commerce. With more Internet transactions, online banking and digital payments also increased exponentially. Face-to-face classes were suspended, and about 28 million Filipino students (and their families) were forced to stay home and shift to remote learning. Related industries that supported the shift to digital solutions, like logistics, warehousing, telecommunications, Internet, and information technology and cloud services, also grew.

With the rapid growth of the digital ecosystem also came a significant increase in information security risks and an expansion of the threat landscape. More digital use and users means more personally identifiable information, financial transactions, online databases, and other vectors for exploiting individuals and organizations that are available for cybercriminals. Malware or malicious software, phishing and spoofing, ransomware, e-commerce data interception, cyber scams, information leakages, cryptojacking and crimeware-as-a-service are just some of the cybercriminal activities that have intensified since 2020. Today, cyber threats and risks are a regular part of people’s daily lives—just the like COVID-19—whether they are aware of it or not.
Cybersecurity issues started out as individual pranksters and petty criminals exploiting the vulnerabilities of information and communications technology (ICT) systems and cyberspace. Through the years, cyberattacks have evolved to become a very lucrative venture for malicious cyber actors and a very costly problem for organizations. In 2020, Cybersecurity Ventures, a cyber economic market data analytics company, estimated that cybercrime would inflict damages amounting to USD 6 trillion globally in 2021 and that cost would rise to as much as USD 10.5 trillion by 2025 (Morgan, 2020).

That some of the most prominent cyber incidents involved sophisticated, highly organized, and well-funded state actors today has made cybersecurity a political issue. Warfare is now fought in cyberspace, and the nation with the best digital arsenal can now be considered a global superpower. Geopolitics has indeed infiltrated cyberspace, engendering conflict over which set of values should be embedded in the world’s technologies, networks, and systems. It now defines the two main approaches to cybersecurity: the West-led bottom-up approach promoted by the United States and the European Union, and the top-down approach championed by China and its allies. For the countries caught in between, buying into a particular technology or system is deemed equivalent to aligning with one side of the debate—and disengaging with the other.

The definition of “secure” increasingly lies on which side one belongs and which technology one is using. This has practical consequences on who can access networks tied to global banking, finance, and trade, among others, as seen in the American Clean Network Initiative. Clearly, the technological superpower that a country sides with and the security approach it adopts will be an economic security policy issue that will affect the nation’s general welfare.

There are, however, other state actors and various types of government actions and decisions that affect how people access and experience the Internet. Far from being bystanders to the innovation and business models the big tech giants churn out, governments are now trying to take control over another jurisdiction—cyberspace. Thus, the Internet now is very different from the Internet from years ago, with one country having its own sets of rules and regulations on what citizens can and cannot access, often in the name of security and data privacy. In a fragmenting Internet, states increasingly impose rules and regulations on content and technologies that their citizens can access and use based on their own national interest. Thus, the free flow of information and global cooperation, principles upon which the Internet was built, are now under threat. And how countries view the Internet affect their general approach to cybersecurity.

In the Philippines, cybersecurity is not seen as a priority yet. **Because the country is still at the initial stage of digital transformation, there seems to be a misconception that threat actors do not pose as serious a threat or that the Philippines is not a target.** This mindset
can affect decisions about investing in cybersecurity, especially in the public sector, which makes the country all the more vulnerable to various forms of cyber threats and attacks. It needs to be emphasized that cybersecurity threats can be “indiscriminate and broad-based, designed to exploit the interconnectedness of the Internet.” The general lack of investment in cybersecurity can, thus, lead to economic losses at the individual and aggregate levels (Internet Policy Task Force, 2011).

**Cybersecurity needs to be a key priority of the Philippines if it intends to participate more meaningfully in, and benefit from, the fast-growing global digital economy.** The quality of this participation is directly related to the level of trust that a trading partner has with the Philippines. The country has always endeavored to move its local enterprises up the global value chain. In an interconnected world, the Philippines will be confined to processing low-value commodities if it does not enhance its information security game because highly developed economies will not entrust it with sensitive data for processing. Data as the “new oil” should be treated as a resource that impacts economic development. This resource is destroyed or devalued each time a successful hack occurs, or a leakage happens, especially when inflicted on critical infrastructure or databases of key government agencies. Thus, the country must ensure that data is secured and protected at all times. This entails investing in people, technology, and processes.

The Philippines needs to create a responsive institutional arrangement for cybersecurity. Effective cybersecurity governance means that each government agency manages and protects its information security and recognizes that, like digitalization, cybersecurity should be part and parcel of its responsibility. It is important that cybersecurity initiatives be considered a priority of the top management of government agencies, especially those that operate critical infrastructure. Support for cybersecurity can be in the form of adherence to internationally accepted cybersecurity standards and issuance of organizational policy and protocol to protect information security. Cybersecurity programs must also be given the necessary budget to purchase technology solutions and, more importantly, to continuously train people and build the capacity of the institution to identify, respond, and prevent cyber incidents.

It is recommended that the Department of Information and Communications Technology, together with the National Cybersecurity Interagency Committee, lead in developing the cybersecurity posture of the country through the crafting of a national cybersecurity framework and strategy. The ICT department will assess the appropriateness and prescribe relevant information security standards, provide technical support and expertise, help build the capacity of various agencies, and promote a whole-of-government approach to protecting and promoting information security. The same standards must apply to members of the private sector that work with the government.

**Recommendations**

Given the different issues that impact cybersecurity, this report recommends the following solutions that will address the cybersecurity knowledge, policy, and skills gaps in order to improve the Philippines’ cybersecurity posture:
Knowledge gap

1. Create greater awareness of the global and local cybersecurity context and a better appreciation of the threat landscape.

2. Generate and analyze local data on cybersecurity practices and incidents on a sectoral level in order to identify security gaps, inform decisions and policy, and provide appropriate solutions.

3. Nurture an environment of cooperation and information sharing among the local and international cybersecurity communities because one’s incident can be another’s lesson.

Policy gap

4. Adopt policy enforcing minimum information security standards to protect critical information infrastructure and the ICT systems of public institutions.

Skills gap

5. Develop a cybersecurity culture by raising awareness, supporting training and capacity building for cybersecurity talent, and instilling cybersecurity as a way of life through educational institutions.

The country must be equipped with information and an understanding of what is happening outside as much as within the country’s cyber threat landscape.

Below is a more detailed description of the key recommendations:

1. Create greater awareness of the global and local cybersecurity context, and a better appreciation of the threat landscape, in order to improve the Philippines’ cybersecurity posture.

The first step to effectively responding to various cybersecurity challenges is to address the cybersecurity knowledge gap. The country must be equipped with information and an understanding of what is happening outside as much as within the country’s cyber threat landscape. Examining the cybersecurity policy and practices of other countries can provide insights into how the Philippines should position itself.

In the case of the U.S. Clean Network Initiative, for example, the Philippines must take proactive steps to provide global firms with the necessary assurances and protections that its ICT infrastructure and cybersecurity policies provide adequate security for investors. With 75% of the USD 23 billion business process
outsourcing services catering to the United States (Morales & Lema, 2016), the Philippine government has to actively play a part in enforcing these assurances that data and the transmission of such are safe in the Philippines. Being a member of the International Telecommunication Union, the Philippines may also express an active voice in protecting fundamental democratic rights, such as privacy and expression, as technologies evolve.

Local businesses, private organizations, and even individuals must also be cognizant of the emerging divisive digital lines. With certain countries disallowing strong encryption, the simple act by a local private enterprise of choosing a network protocol might have ramifications to its business and available markets. Individuals should be careful when selecting apps, services, and devices and be conscious about the countries that manufacture them—whether they align with their home country’s laws and regulations, operating under norms that are inconsistent with the democratic values under which the Philippines operates. For example, the providers of popular chat services may be operating under different standards from what is considered as legal state interception or levels of encryption—a matter that Filipino users should be conscious about.

2. **Generate and analyze local data on cybersecurity practices and incidents on a sectoral level in order to identify security gaps, inform decisions and policy, and provide appropriate solutions.**

The Philippines has made some strides in addressing cybersecurity challenges by passing laws on data privacy protection and cybercrime prevention. However, compared to other ASEAN countries, the country still ranks poorly in terms of cybersecurity. To improve its cybersecurity posture, the Philippines needs to assess its current situation and identify the various risks and threats that may affect the nation. This can only be done by collecting local cybersecurity data from various organizations and stakeholders.

Anne Neuberger, deputy national security advisor for Cyber and Emerging Technology at the White House, once said that a significant cyber incident is “an opportunity to focus on the core issues that led to these cyber incidents” and “help everyone improve their security” (Palmer, 2021).

In the case of the Philippines, data on cyber incidents from sectoral computer emergency response teams (CERTs) can be very valuable and helpful in identifying the various threats, formulating solutions to address these threats, as well as putting preventive measures in place. A survey on cybersecurity in public institutions, such as the one the Department of Information and Communications Technology initiated in 2021 with *Secure Connections*, would also help assess the state of cybersecurity within the government and provide insights into current practices and policy, issues and gaps, and improvements over time, if any.
3. **Nurture an environment of cooperation and information sharing among the local and international cybersecurity communities because one’s incident can be another’s lesson.**

Effective cybersecurity governance extends beyond public institutions to address the risks posed to other sectors, especially those with critical infrastructure. The intertwining of digital systems in areas such as banking, healthcare, and telecommunications, for example, presents a risk to effectively governing the country should a cybersecurity catastrophe lead to the failure of these sectors. Also, cybersecurity threats do not recognize borders or boundaries. Threat actors can take advantage of any vulnerable target anywhere in the world. Thus, it is important to have an environment where local and international communities cooperate and exchange relevant information that can help prevent cyber incidents or provide possible solutions to a similar incident being experienced by other groups. Information sharing also helps in building the body of knowledge and understanding of the global and local context, which in itself is an important solution to the cybersecurity knowledge gap.

4. **Adopt policy on minimum information security standards to protect critical information infrastructure and the ICT systems of public institutions.**

Establishing a baseline of what information security mechanisms the country has and what it should have, at the very least, is important in assessing the gap and how certain potential cyberattacks would affect the Philippines. Equally important is identifying the country's level of information security risks and vulnerabilities and how it should respond given certain types and levels of threats.

The first crucial step is to address the cybersecurity policy gap. Currently, there are department orders on information security, but implementation has been a challenge. A policy enforcing a minimum level of information security protection for critical infrastructure and all public institutions can be in the form of an executive order that

- requires compliance with minimum information security standards for all government agencies, with a more stringent set of requirements imposed on institutions, whether public or private, that own and/or operate critical infrastructure;
- mandates government agencies to put information security mechanisms in place in order to prevent and respond to cyber threats and incidents in their respective sectors or jurisdictions;
• directs all agencies, through the sectoral CERTs, to submit data on cyber incidents to a centralized reporting mechanism that is maintained by a national CERT; and

• mandates each government agency to designate a cybersecurity trained and accredited personnel as part of top management, who can help the organization make decisions about cybersecurity, monitor the organization’s compliance with information security standards, and encourage institutional capacity building.

As countries like the Philippines aim to digitalize various key sectors, a parallel, simultaneous effort needs to be made to ensure the protection of ICT systems and networks, especially those that carry personal data, sensitive information, and are connected to the public Internet. These standards, however, must be translated to actual processes and accepted as part of the norm.

Compliance with minimum standards can help prevent information security incidents or lessen their impact. When cybersecurity incidents occur—and it is guaranteed that they will—having minimum information security requirements helps set a baseline for a proper response and promotes transparency and accountability, particularly in government. When an incident, such as data leakage, happens, compliance with basic protocol can help determine whether a government agency applied due care, the possible shortcomings and gaps that need to be addressed, and what its liabilities are, if any.

However, minimum standards are only a start. Further policies and recommendations can be enhanced to support more stringent cybersecurity controls on a sector or risk basis. Information security governance is a cycle that aims to be enhanced per iteration, so this is a continuous process.

The country needs to foster a credible enforcement environment where the chain of command and accountabilities in each organization, especially in government, are clearly defined; data sharing and reporting of information security incidents are done in an appropriate, timely, and consistent manner; and noncompliance, particularly those that are proven to result in successful cyberattacks and increased level of risk, is met with consequence. There is often more incentive for organizations to act when the consequence has a direct impact on them. For example, private sector contractors who perform an outsourced function on behalf of the government must be aware of, and comply with, all the basic information security requirements. The principal government agency is still primarily responsible for ensuring that the appropriate information security mechanisms are in place and shall be accountable for when an information security incident occurs. However, the private company also faces the possibility of having its regulatory licenses and permits revoked for negligence or noncompliance to standards.
5. Develop a cybersecurity culture by raising awareness, supporting training and capacity building for cybersecurity talent, and instilling cybersecurity as a way of life through educational institutions.

Based on the various cyber threats that are on the rise and continue to evolve, building the capacity and expertise of a country’s human resources will make a huge difference. In security incidents, people are often the weakest link. No amount of advanced technology can replace or make up for cybersecurity-capable personnel. Thus, it is crucial that capacity building of people is continuous and that developing a cybersecurity mindset is part of the overall culture. This way, protecting against cyber threats becomes instinctive to institutions and their people.

Developing a cybersecurity culture will require institutionalizing information security and promoting the discipline not only through training but also as part of formal education. In many countries, for example, courses in cybersecurity are already a regular offering in schools and universities. The Philippines can partner with these countries to help develop the curriculum for information security and nurture information security professionals. Including cybersecurity as a course in higher education is one way of creating a pool of locally trained cybersecurity experts and, eventually, address the cyber security skills gap.

Ultimately, the goal is to make cybersecurity everyone’s responsibility. Each government agency must develop its own cybersecurity strategy and capacity. Each sector is encouraged to have its own standards that are relevant to its needs and requirements. Each institution, whether public or private, ought to adopt an organizational policy and protocol for their daily operations and employees’ individual tasks. Each household must make cybersecurity a habit.

Armed with an understanding of the realities of cybersecurity, the challenge now is in identifying and implementing what adaptations the Philippines can make at the state, organization, and individual levels to mitigate cybersecurity risks and to become cyber resilient. How the Philippines answers this question has profound implications on its evolving relations with its global peers, how its institutions will effectively and securely use technologies, how its businesses and workforce will participate in the digital economy, and how its citizens will live and thrive safely and securely in a digital world.
## GLOSSARY

### Antivirus software
Also known as *anti-malware*, software especially designed to monitor devices, systems, and networks for the presence of malware, addressing them automatically and alerting administrators as appropriate. See also *Malware*.

### Artificial Intelligence (AI)
Intelligent machines or computer programs that process information with minimal human input and are therefore capable of independent analysis, forecasting, and problem-solving. Also used to describe the field of study and technological development involving the creation of machines that can learn from experience and adjust to new inputs with human-like acuity. See also *Machine Learning*.

### Application Programming Interface (API)
A software intermediary that allows two applications to talk to each other. In e-government, API refers to a set of commands, functions, and protocols that allows organizations, such as the government, to create software that will expose capabilities of a particular e-government service to other services or application developers, thus allowing third parties to embed e-government capabilities into their own applications and enable multiple services and applications to provide a particular e-government service.

### Attack vector
A method or pathway used by a hacker to access or penetrate a computer or network, by exploiting some vulnerability in the system. Attackers may use one or multiple vectors to steal data, infect systems with malware, or some other criminal aim.

### Authentication
The process of verifying the identity of a user, process, or device before providing access to a secured network or system.
<table>
<thead>
<tr>
<th><strong>B</strong></th>
<th><strong>C</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bandwidth, or Internet bandwidth</strong></td>
<td>Maximum “speed” or amount of data that can be transmitted over an Internet connection.</td>
</tr>
<tr>
<td><strong>Breach</strong></td>
<td>Any situation where an actor gains unauthorized access to a system, network, or device, often resulting in the loss or compromise of information. Also called <em>data breach</em> or <em>security breach</em>.</td>
</tr>
<tr>
<td><strong>Bring Your Own Device (BYOD)</strong></td>
<td>The practice of allowing organization members to use personal devices to access the organization’s network and other IT resources. This is contrasted with the traditional approach of issuing dedicated work devices to employees that serve as their only points of access to the network.</td>
</tr>
<tr>
<td><strong>Business Email Compromise (BEC)</strong></td>
<td>A type of cybersecurity attack that involves manipulating employees into transferring money or information to criminals, using the hijacked or spoofed business email addresses of an organization’s leadership. The objective of the malicious actor is often to defraud a company.</td>
</tr>
<tr>
<td><strong>Cloud security</strong></td>
<td>The set of policies, controls, procedures, and technologies that protect cloud-based systems, data, and infrastructure. One of the key areas of cloud security is authorization or ensuring that only intended users have access to the cloud network or asset.</td>
</tr>
<tr>
<td><strong>Cloud services</strong></td>
<td>The use of servers accessed through the Internet, as opposed to an organization’s own on-premises servers, to host the organization’s applications, data, and services. As the Internet allows for multiple points of connection, it is possible for a cloud server to provide services to more than one organization, or for an organization to obtain cloud services from a third-party provider. Cloud services can thereby help minimize business overhead related to maintaining a network, making them a popular option for organizations.</td>
</tr>
<tr>
<td><strong>Cloud services provider</strong></td>
<td>An entity in the business of providing cloud services, such as a platform, infrastructure, application, or storage services, to other organizations. See <em>Cloud Services</em>.</td>
</tr>
<tr>
<td>----------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Credential dumping</strong></td>
<td>The extraction of usernames and passwords from a device's memory using specially created malware.</td>
</tr>
<tr>
<td><strong>Crimeware-as-a-Service (CaaS)</strong></td>
<td>The criminal business model of selling cyberattack expertise to other criminals.</td>
</tr>
<tr>
<td><strong>Critical infrastructure</strong></td>
<td>Assets, systems, and networks, whether physical or virtual, that are considered so vital that their destruction or disruption would have a debilitating impact on national security, health and safety, or economic well-being of citizens, or any combination thereof. Examples include the banking system, oil pipelines, water systems, and electricity systems.</td>
</tr>
<tr>
<td><strong>Critical services</strong></td>
<td>Any service critical to widespread order, security, and functioning. See also <em>Critical Infrastructure</em>.</td>
</tr>
<tr>
<td><strong>Cryptography</strong></td>
<td>Techniques intended to secure data and systems from unauthorized access, using codes, passwords, and authentication mechanisms, as well as provide security guarantees like confidentiality, integrity, availability and nonrepudiation.</td>
</tr>
<tr>
<td><strong>Cryptojacking</strong></td>
<td>A type of malware attack that takes over or hijacks computer systems and uses them to “mine” for cryptocurrencies.</td>
</tr>
<tr>
<td><strong>Cyberattack</strong></td>
<td>Any malicious activity aimed at stealing, manipulating, disabling, or otherwise disrupting a network, system, or information in a targeted manner.</td>
</tr>
<tr>
<td><strong>Cybersecurity</strong></td>
<td>The state of having secure data, systems, networks, and other ICT assets, protecting them from malicious attacks and any other threats to their integrity.</td>
</tr>
<tr>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Cybersecurity framework</td>
<td>The system of concepts, rules, and practices dictating the direction of policies and regulations, including the implementation of legal, technical, and political tools to align with the overall goals of a country or other entity.</td>
</tr>
<tr>
<td>Cybersecurity governance</td>
<td>The approach by which a country, organization, or some other entity monitors, evaluates, and ensures the protection of information, ICT systems and networks, and digital assets. See also Cybersecurity Framework.</td>
</tr>
<tr>
<td>Cybersecurity measures</td>
<td>Implementation of techniques, methods, or policies designed to improve an entity's cybersecurity posture.</td>
</tr>
<tr>
<td>Dark web</td>
<td>A general term used to describe Internet sites that are hidden behind specialized security protocols, designed to anonymize users and web hosts alike. These websites often act like private networks, requiring specific software or network configurations to gain access. For this reason, the dark web is often used for illicit activities by cybercriminals.</td>
</tr>
<tr>
<td>Data leakage</td>
<td>Any instance of access to data by unauthorized entities from within or outside an organization, whether accidental or intentional. See also Breach.</td>
</tr>
<tr>
<td>Data privacy</td>
<td>The concept of securing personal information or any other sensitive data from unauthorized access and use. As a legal right, data privacy is a person's right to control any data about or originating from them.</td>
</tr>
<tr>
<td>Digitization</td>
<td>The process of converting analog information to digital formats, such as from paper records to computer-based ones.</td>
</tr>
<tr>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Digitalization</strong></td>
<td>The shift of content, processes, operations, and activities to computer- and/or Internet-enabled forms. Also used to describe the work of transforming objects and assets from the physical world into digital form to take advantage of ICT’s transformative potential for business or activity models.</td>
</tr>
<tr>
<td><strong>Domain Name System (DNS)</strong></td>
<td>A part of the Internet infrastructure responsible for identifying computers, services, or other resources connected to the Internet, each of whom are assigned <em>domain names</em>.</td>
</tr>
<tr>
<td><strong>Domain Name System (DNS) poisoning</strong></td>
<td>A type of cyberattack that involves compromised domain names, allowing attackers to trick users into visiting arbitrary hosts defined by them in lieu of their intended destinations, effectively redirecting traffic. See <em>Domain Name System</em>.</td>
</tr>
<tr>
<td><strong>Education Technology (EdTech)</strong></td>
<td>A broad range of technologies, such as software or Internet platforms, designed for use in an education setting. EdTech can also refer to teaching and learning practices that use ICT.</td>
</tr>
<tr>
<td><strong>Electronic commerce (e-commerce)</strong></td>
<td>The general concept of conducting commercial activities via the Internet.</td>
</tr>
<tr>
<td><strong>Electronic government (e-government)</strong></td>
<td>The provision of public services via the Internet, or more generally, the use of digital technology in support of government activities and processes. Also referred to as <em>e-governance</em>.</td>
</tr>
<tr>
<td><strong>Information and Communications Technology (ICT)</strong></td>
<td>A family of related electronic, primarily digital technologies, that enable access to vast amounts of stored information, or the transfer of data between users. A common thread among ICTs is that they allow users to interact with data—send, receive, process, and store it, to name a few activities.</td>
</tr>
<tr>
<td>Term</td>
<td>Description</td>
</tr>
<tr>
<td>----------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Information leakage</td>
<td>As used in this publication, a type of data leakage that involves a software’s unintended release of sensitive data to unauthorized persons due to faults in the software. See also <em>Breach, Data Leakage</em>.</td>
</tr>
<tr>
<td>Information security</td>
<td>The protection of information and systems from unauthorized access, use, disclosure, disruption, modification, or destruction in order to provide confidentiality, integrity, and availability.</td>
</tr>
<tr>
<td>Internet Protocol (IP)</td>
<td>The set of rules for routing and addressing packets of data so they can travel across the multiple networks making up the public Internet. IP ensures that data packets arrive at the right destination. To identify devices connected to the Internet for routing purposes, all these devices are given an identifier called an IP address.</td>
</tr>
<tr>
<td>Internet-of-Things (IoT)</td>
<td>The Internet-enabled network of smart devices facilitating machine-to-machine (M2M) communication, without the need of human interference. See <em>Smart Devices</em>.</td>
</tr>
<tr>
<td>Machine learning</td>
<td>A software paradigm involving the use of large data sets to “train” or improve the software's processing and interpretation of data.</td>
</tr>
<tr>
<td>Malicious actor</td>
<td>A catch-all term for any entity, from nation-state backed groups to rogue individuals, that aims to infiltrate or attack another entity’s ICT assets for their own ends. Also called <em>bad actor or threat actor</em>.</td>
</tr>
<tr>
<td>Malware</td>
<td>Shorthand for malicious software, or any software designed to harm or exploit a device or network.</td>
</tr>
</tbody>
</table>
National ID

Refers primarily to PhilSys, the Philippine identification card and system mandated by law under Republic Act No. 11055, otherwise known as the Philippine Identification System Act, and operated by the Philippine Statistics Authority. May also refer to similar schemes or systems from other countries.

National security

Refers to the protection and defense of a country's citizens and their well-being, both physically and economically. Issues affecting national security can be national in scope if they directly affect a large number of persons in the country, or in impact if the consequences thereof have implications for a significant proportion of the country.

Personal information

As defined in the Philippine Data Privacy Act of 2012 and used in this publication, any information whether recorded in a material form or not, from which the identity of an individual is apparent or can be reasonably and directly ascertained by the entity holding the information, or when put together with other information would directly and certainly identify an individual.

Phishing

A specific kind of spoofing cyberattack that lures victims into providing personal or sensitive information, such as birthdates and addresses, credit card details, or passwords. The attackers then use this information for other malicious purposes, such as gaining access to bank accounts or infiltrating a network or system. See Spoofing.

Ransomware

A subtype of malware that hijacks systems and prevents access to part or all of an organization's data, unless a ransom is paid to the criminal group behind the ransomware.
Remote learning: The practice of conducting classes and other traditionally school-bound activities from a distance, using a mix of ICT and traditional technologies such as printed modules. Also known as *distance learning*.

Request for Comment (RFC): A stakeholder-driven development process, commonly associated with the Internet Engineering Task Force’s standards development, that allows anybody to propose technical specifications or standards to be used on the Internet. All RFCs are published online and are adopted on a voluntary basis.

Sensitive data: As used in this publication, any data access which can compromise the security of a person, organization, or any entity. In data privacy, “sensitive personal data” is any information revealing an individual’s racial or ethnic origin, marital status, age, and religious, philosophical or political affiliations; their health, education, genetic [information] or sexual life; information issued specifically to an individual by the government, such as social security number; or any other information fundamental and traceable to that individual’s identity.

Smart device: A general term for any Internet-connected device capable of receiving, processing, and transmitting data on its own, using what is known as *machine-to-machine* (M2M) communications. See also *Internet of Things*.

Spoofing: Any type of cyberattack that involves tricking the victim into believing an email, website, or other communications is from a trusted contact or organization, such as a bank or school. Examples include websites designed to look like online banking pages, or fraudulent emails that purport to be from a school or government body.
| **T** | **Telemedicine** | The use of ICT to provide medical services remotely. Telemedicine is most closely associated with remote doctor’s consultation. |
| **V** | **Virtual Private Network (VPN)** | The use of security protocols and technologies to allow access to an organization’s private servers through the public Internet, as if the user was on-site and directly connected to the network. More generally, VPN can also refer to any private network running over the Internet. In the latter case, VPNs can be used to disguise or obfuscate the contents and origins of Internet traffic, whether from organizations or individual users. |
| **Virtual Private Network (VPN) Provider** | Any entity who hosts or operates a VPN for other entities, such as organizations or individuals. See Virtual Private Network. |
| **Virtualization** | Involves the compartmentalization of systems or network resources on a single physical device, ensuring users are unable to access other users’ information. |
| **Virus** | Malware that “infests” software or systems if a user runs the malware on their device, allowing the virus to spread itself to other parts of a system or network. See also Worm. |
| **Vulnerability** | In cybersecurity, any flaw or oversight in a device’s, system’s, or network’s design, whether physical, technological, or even social, that can be exploited by attackers to do harm. |
| **W** | **Work-From-Home (WFH)** | A broad range of systems and methods for bringing traditionally office-bound work activities elsewhere, whether fully or partly. Also called remote work, telework, or home-based work. |
Worm

A type of malware that has the ability to infect software or systems without user input, and self-propagate itself secretly across a network. See also Virus.

Zero trust

A network security approach that considers all users and devices “untrusted” by default, only providing access as-needed to properly verified users.
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